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During-training word-frequency defense: 
• Word-frequency count defense operating 

on the possibly poisoned training data
• ∀ words w and output tokens t, estimate

LLR(w,t)=log[P(w|output =t)/P(w|output≠t)]

• Example experimental results: 

• Attacks (below)
• Defense (right)

Adv. PT Classifier Defenses:
• MMBD is a SotA detector.
• MMDF/MMOM are SotA

backdoor/bias mitigators.
• CEPA inverts backdoors in 

activation space.

Backdoor Attacks (Trojans):
•We give detailed study of backdoor attacks 

on instruction fine-tuning of  FLAN-T5 
models using four “sentiment” datasets.
• Neutral trigger phrase: “Tell me seriously.”
• E.g., FP triggering of the clean models, 

robustness to trigger position or partial 
triggers or synonym subs., dirty-label 
versus clean-label poisoning, model size.
• E.g., start or end trigger is most effective.

Post-training (PT) defenses:
• An important defense scenario.
• We evaluated simple “downstream” 

fine-tuning with a small clean dataset to 
try to “unlearn” the backdoor.
• This defense was surprisingly effective.
• Increasing FLAN-T5 model size (i.e., 

more “capacity to learn”) did not 
significantly degrade its performance.

Ongoing Work on LLMs:
•MMBD, CEPA, MMOM 
applied PT with unknown
bd response.
•Promising prelim. results, 
complete results pending.
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• A Trojan can be inserted in a foundation LLM 
when it’s fine-tuned for particular tasks.

• This can happen through an insecure supply chain of 
training data or by inside attackers.

• In this preliminary study, we clarify and empirically 
explore variations of the data-poisoning threats for a 
model refined  to determine sentiment of the prompt.


