Collision hints

Can LLMs plan paths with correct hints?
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Summary. Good plans need global reasoning, and bad plans can be easily identified. Can Large Language Models, as approximate knowledge
repositories, with the aid of solvers that can point out mistakes, be used to effectively solve hard planning problems? Our experiments with 3
LLMS (GPT4-0, Gemini Pro, Claude Sonnet), finetuning, and 3 types of hinting, including visual hints, suggest otherwise.

Path planning problem:

S I | | | Find a sequence of waypoints in from the initial set to the
p— [ . cOal set that does not collide with any of the obstacles.
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We used 12 problems from literature and dozens of
randomly generated problems and tried to solve them with
3 LLMs and iterative hints

Hinting strategies: Collision hints
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Collision + Free Space +
Longest subpath
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