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ABSTRACT
State-of-the-art binary similarity tools have been developed to ac-
count for and are evaluated against variations in compilers, compiler
flags, optimization levels, architectures, and even obfuscations. Al-
though these tools aim to measure and detect binary code segments
generated from similar or identical source code segments, they have
yet to be evaluated on source languages other than C/C++.

We present a work in progress to assess the effects of source
language onmodern binary similarity tools. Specifically, we provide
a comparative investigation on the efficacy of BSim, a recently
released component of the Ghidra framework, when comparing
binaries produced by C as well as Rust. Using a benchmark of 800
binaries and more than one million functions, we investigate the
overall accuracy and differentiating ability of BSim and find that the
source language introduces a significant degree of imprecision not
previously documented. We also provide a technical overview of
the BSim utility, which provides context for our assessment results
and a clear direction for addressing the shortcomings highlighted
by our findings.

CCS CONCEPTS
• Security and privacy → Software reverse engineering; •
General and reference → Evaluation.

KEYWORDS
Binary Code, Diffing, Similarity, Ghidra, BSim, Rust

1 INTRODUCTION
Binary code similarity is a fundamental technique to compare a
pair, set, or large corpus of binary-level code segments - instruction
sequences, basic blocks, functions, etc. Binary code comparison has
applications in several domains, including malware classification
and detection [2, 6, 10, 16], vulnerability research [8, 17, 20], and
even intellectual property protection [13]. Given its real-world ap-
plicability and the growing number of programs distributed without
source, binary code similarity has seen a sustained research effort
to both improve existing techniques and develop novel approaches.

Early binary similarity work, such as BinDiff, leveraged struc-
tural representations of binary code, such as control flow, data flow,
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and call graphs [4, 5]. However, binary-level comparison of soft-
ware components is uniquely challenging, as even small variations
in the compilation environment, including the compiler, optimiza-
tion levels, and various compiler flags, can result in significant
changes in the generated machine code. As such, more recent ap-
proaches attempt to capture semantic understanding of binary code
segments using traditional program analysis techniques such as
symbolic execution and fuzzing, and have shown improved results
across variations of compiler settings [7, 15, 20]. Further, the use of
machine learning and data science techniques - natural language
processing (NLP), approximate nearest neighbor, and deep learning
- has shown promise in improving the state of the art [3, 14, 19].

Despite the vast number of research endeavors focused on this
area, to our knowledge, no current work has investigated how
source-level constructs affect the efficacy of binary-level similarity
techniques. With the growing adoption of non-C/C++ high-level
compiled languages, practitioners will certainly see an increasing
amount of binary artifacts compiled from richer high-level abstrac-
tions than those seen in C/C++. Thus, if the tools and frameworks
available are overfit to patterns most commonly seen in C/C++
binaries, practitioners may be at a distinct disadvantage when com-
paring binaries from languages like Rust and Golang.

This paper presents a first in-depth analysis of the effects of
source language on binary code similarity techniques. With a spe-
cific interest in tools readily available to binary analysis practition-
ers, we conduct our investigation on BSim, a recently open-sourced
binary similarity tool in the Ghidra Software Reverse Engineering
Framework developed by the National Security Agency (NSA). As
a Work In Progress submission, this paper includes 1) a baseline
analysis of BSim’s performance on C/C++ binaries, 2) a compara-
tive analysis on Rust binaries and 3) early results and discussion
towards addressing the observed effects.

Beyond this investigation, this paper also includes a high-level
technical description of BSim, its components, and configurations
resulting from our analysis of its open-source content. This informa-
tion is important in contextualizing the results of our assessments
and provides future work with a baseline of technical understand-
ing.

In summary, this work makes the following contributions:

• We provide a novel investigation of the effects of source
language on binary similarity. Using Rust as our experimen-
tal language, we show that an existing tool, BSim, is tuned
to features seen in C-based languages and its performance
is degraded when comparing binaries not of C origin.

• We detail the internal components of BSim, its feature rep-
resentation, and available configuration and tuning capa-
bilities. This contribution results from our manual analysis

1



117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

HotSoS ’25, April 1–3, 2025, Nashville, TN Doty et al.

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

bl0:
mov eax, [0x14813c9c]
test eax, eax
jnz bl2;
bl1:
call func1
mov [0x14813c9c], eax
bl2:
ret

Figure 1: Feature Representation Code Snippet

of BSim’s released source code as well as extensive work
using BSim to facilitate our assessment of source language
effects.

2 BACKGROUND: BSIM OVERVIEW
Built atop the Ghidra Software Reverse Engineering framework,
BSim - short for Behavioral Similarity - is a binary similarity data-
base technology inspired by current text retrieval techniques. It
aims to be "tolerant of variation" in compiler configurations by
normalizing certain components in binary code, such as storage
location and instruction ordering. These components, and others,
are sources of common inconsistencies in prior binary code sim-
ilarity tools due to variation in compiler versions, optimization
passes, etc. To further account for variation in a function’s binary
representation, BSim performs nearest neighbor queries via Lo-
cality Sensitive Hashing (LSH), providing users a configurable
set of probable matches. We refer the reader to the official Ghidra
documentation for a step-by-step procedure for creating, populat-
ing, and querying BSim databases [1]. Thus, the remainder of this
section details components of BSim not explicitly included in the
official documentation. From our analysis of BSim’s open source
content, we have documented high-level functionality in its feature
representation, comparison metrics, and database configuration.

2.1 Feature Representation
To succinctly capture the behavioral features of a function from
its binary-level representation, BSim utilizes components of the
control flow graph (CFG) and abstract syntax tree (AST) generated
from Ghidra’s intermediate representation (IR), p-code. Using an IR
such as p-code allows BSim to normalize variation in instructions,
register allocations, etc. which are often affected when toggling
compiler options and versions. Using this scheme, BSim character-
izes binary code features as either ControlFlow or DataFlow, as
well as specialized Combined and DualFlow features which combine
both control flow and data flow information.

Clearly, it is not sufficient to store only the fact that a function
contains control or data flow; thus, features encode additional rele-
vant information such as the number of in- and out-degrees (Con-
trolFlow) as well as operand size and p-code operation (DataFlow).
In addition, features also encode behavioral information collected
from neighboring features. For instance, ControlFlow features iter-
atively encode the features of incoming basic blocks as well as their
edge type (true, false, fall through). In order to store and cluster
binary code using LSH, BSim generates numerical representations

Figure 2: Feature Representation Example

for each distinct feature that retains this additional behavioral in-
formation.

The in-depth details of this procedure are out of scope for this
paper, but it is sufficient to say that BSim 1) generates an initial
64-bit hash value for a feature rooted at either a basic block or a
Varnode, then 2) iteratively combines the initial hash value with
adjacent, related features. Both procedures rely heavily on bitwise
operations, and the later uses a custom "hash mixin" algorithm that
incorporates a precomputed, hard-coded Cyclic Redundancy Check
(CRC) table. (Add a footnote here for the files where all of this is
implemented).

2.1.1 DataFlow Features. Data flow features are generated from
individual Varnodes in the p-code AST. Varnodes represent variable
locations in the p-code IR and track their location (address), size
(in bytes), defining p-code operation (in-degree in the AST), and all
p-code operations that use it (out-degree in the AST). A DataFlow
feature is initialized with an encoding of its:

• P-code opcode, and
• Storage location size

According to a user-facing configuration, a DataFlow feature may
optionally encode:

• Either its offset in the address space, or
• The fact that it is a constant, and/or
• The fact that it is a global, and/or,
• The fact that it is an input

Additionally, Varnodes that are not written to in the function are
not emitted as features and Varnodes that are copies of others are
emitted as special Copy features.

Following initialization, each DataFlow feature is combined with
the features generated for the inputs to its respective Varnode. This
process effectively encodes the behavior of p-code expressions
rather than individual opcodes or sub-expressions.

2.1.2 ControlFlow Features. Control flow features are similarly
generated from individual basic blocks in the p-code CFG. A Control
Flow feature is first initialized with an encoding of its:
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• In-degree, and
• Out-degree

Additionally, basic blocks that include a call instruction will result
in another ControlFlow feature that encodes the type of the call -
direct or indirect.

After initialization, each ControlFlow feature is combined with
the features generated for its incoming basic blocks. If an incoming
basic block ends in a conditional branch, the ControlFlow feature
also encodes if the incoming edge is True or False.

2.1.3 Dual Flow and Combined Features. DualFlow and Combined
features are a special set of features which incorporate both control
and data flow information. In a 2-gram pass, BSim iterates over
overlapping pairs of p-code opcodes contained within each basic
block in the function. If the first opcode is the root of an expression
- call and branch variations, store, and return - then a special
DualFlow feature is generated. Along with the ControlFlow fea-
ture for the basic block, this feature encodes, for both opcodes in
the pair:

• The opcode, and
• Each DataFlow feature related to the opcode

Finally, for basic blocks that begin with one of the root opcodes,
a special Combined feature will be generated that encodes the in-
formation listed above, but only for the single opcode.

In conjunction, these features encode the relationship between
particular expressions and the basic blocks they are contained
within. This is yet another normalization component that reduces
the effects of common code structures as it is less likely that these
relationships would change between slight variations in source or
compilation settings.

Using BSim’s visualization tool, we provide an example combined
feature in Figure 2 which is generated from the code snippet in
Figure 1. The control flow feature on the left is rooted at the first
basic block in the snippet and encodes both the True and False
edges from the conditional jump. The data flow feature on the
right encodes two sequential p-code operations lifted from the
code snippet, as well as their operand values and sizes. The first
operation, INT_EQUAL is lifted from the mov and test instructions.
Note that BSim encodes the size of the memory address (four bytes)
in the feature. This operation produces a value for the zero flag (ZF)
which is then used as the single operand of the CBRANCH operation
lifted from the jnz instruction.

2.2 Comparison Metrics
With a high-level understanding of how BSim represents features
of binary code, we next formalize its metrics for comparison - simi-
larity and confidence. First, note that BSim performs comparison
at a function level. Thus, each function is represented by a feature
vector 𝑉𝐹 of 64-bit hexadecimal values:

𝑉𝐹 = {𝑓1, 𝑓2, . . . , 𝑓𝑛} (1)

2.2.1 Term Frequency and Inverse Document Frequency. In addition
to the raw feature vector, BSim also stores a weight associated with
each 𝑓 ∈ 𝑉𝐹 stored in the database. These weights are determined
according to the Term Frequency (TF) and Inverse Document Fre-
quency (IDF) and are calculated during feature ingestion. Taking

inspiration from the NLP community, a term is analogous to a par-
ticular feature 𝑓 ∈ 𝑉𝐹 ; thus, the TF is the number of occurrences of
a particular feature in a function. Following this logic, a document
is analogous to the entire corpus of binary-level functions; thus
the IDF is the inverse frequency of a particular feature across all
functions.

Each TF and IDF are used as an index in a TF weights and IDF
weights lookup table, respectively, which is provided in the config-
uration of a particular BSim database instance. This configuration
is discussed in the following section, but note, for now, that the
value at each index in the TF table provides a weight 1 ≤ 𝑤𝑇𝐹 and,
in the IDF table, 0 < 𝑤𝐼𝐷𝐹 ≤ 1. In both tables, larger weights corre-
spond to less frequent features. Thus, the coefficient for a particular
feature 𝑓 ∈ 𝑉𝐹 is:

𝑓 .𝑐𝑜𝑒 𝑓 𝑓 = tf_weights[f.tf] × idf_weights[f.idf] (2)

2.2.2 Similarity. The similarity between two feature vectors 𝑉 (1)
𝐹

and 𝑉 (2)
𝐹

is computed as their weighted cosine similarity. That is,

Similarity =

∑
𝑓 ∈𝑉 (1·2)

𝐹

𝑓 .𝑐𝑜𝑒 𝑓 𝑓

len(V(1)F ) × len(V(2)F )
(3)

where 𝑉 (1·2)
𝐹

is the vector of shared features between 𝑉
(1)
𝐹

and
𝑉

(2)
𝐹

with minimal TF.
Given this formulation, similarity always provides a bounded

value between 0 and 1 which should, in theory, be maximized for
similar functions with unique features.

2.2.3 Confidence. The confidence metric is a less straightforward
computation and involves a number of probabilities included in the
configuration of the particular BSim database instance:

∑︁
𝑓 ∈𝑉 (1·2)

𝐹

𝑓 .𝑐𝑜𝑒 𝑓 𝑓 − numflip ∗ norm_probflip0 + norm_probflip1

max(len(V(1)F ), len(V(2)F ))

−diff ∗ norm_probdiff0 + norm_probdiff1

max(len(V(1)F ), len(V(2)F ))
+ addend

(4)

where numflip is the number of hashes in the shortest vector
not shared in the other and diff is the difference in length of 𝑉 (1)

𝐹

and 𝑉 (2)
𝐹

.
Note the first term in the calculation is the numerator from the

similarity calculation. The probabilities norm_probflip0, norm_pr-
obflip1, norm_probdiff0, and norm_probdiff1 are calculated
using a log normalization factor and base probabilities provided in
the configuration. Again, refer to the following section for details
regarding the configuration of BSim database instances.

As its name suggests, confidence is a supplementary metric
for similarity and does not have an upper bound. In practice, we
have found that confidence is often a clearer indicator of function
similarity, and have encountered cases where similarity is less than
0.2 while confidence is 100.0 or higher.

3
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<dbconfig>
<info>
<name>Medium 64-bit</name>
<owner>Example Owner</owner>
...
<major>0</major>
<minor>0</minor>
<settings>0x49</settings>

</info>
<k>17</k>
<L>146</L>
<weightsfile>lshweights_64.xml</weightsfile>
</dbconfig>

Figure 3: Configuration Template: medium_64.xml

2.3 Database Configuration
When instantiating a BSim database, it is required to provide a
configuration template that determines the settings, weights, and
probabilities used when generating, storing, and comparing binary
code features. Configuration templates are simply XML-formatted
files included within the BSim directory in a user’s Ghidra installa-
tion. Figure 3 shows the configuration for the medium_64 template,
which is documented to be tuned for roughly one million (or less)
64-bit binaries. Note a few particular values; Settings is used as a bit
mask for feature generation settings; value k and L are configura-
tions for the underlying LSH database; and weightsfile refers to an
additional file containing the TF and IDF weights tables mentioned
in 2.2.1.

2.3.1 Feature Generation Settings. In 2.1, we refer to a number of
values that may be optionally encoded as part of the feature gener-
ation process. The settings that determine the use of these options
are toggled according to the settings value in the configuration
template. From our analyses of BSim’s source code, the options are
as follows:

• Truncate Varnode Size to Four Bytes, 0x1
• Remove Indirect Varnode Copies, 0x2
• Terminate Dataflow at Call Sites, 0x8
• Do not use Constant Value, 0x10
• Do not use Fact that Varnode is an Input, 0x20
• Do not use Fact that Varnode is a Global, 0x40

In practice, we find that the options to terminate dataflow at
call sites and not use the fact that a Varnode is an input are not
effectual as the first is never referenced during feature generation
and checks for the latter are commented out in the source code. We
also find that BSim performs a right bit shift of length two before
loading settings, which enables a check bit to be appended to the
bit mask for validation.

Settings
8 2

0
1

1
0

Figure 4: Feature Generation Settings Bit Mask

Thus, the settings value 0x49 in Figure 3 actually corresponds
to a settings value of 0x12, which enable the options to not encode
constant values and remove indirect copies of Varnodes.

2.3.2 Probabilities and Weights. The file referenced by the weights-
file entry in Figure 3 defines three primary tables; one each for
coefficients relating to weighted probabilities of term and inverse
document frequency and a third serving as a lookup table for fea-
ture hashes and their corresponding IDF. An example taken from
our Ghidra installation is shown in Figure 5.

<weights settings="0x49"> <!-- Created 11/14/23 -->
<weightfactory scale="1.51275976" addend="6.25597601">
<idf>1.00000000e+00</idf>
<idf>9.99459306e-01</idf>
...
<idf>6.68999073e-01</idf>
<tf>1.00000000e+00</tf>
...
<tf>2.64145413e+00</tf>
<tf>2.64575131e+00</tf>
<weightnorm>1.35049281e+01</weightnorm>
<probflip0>2.02671876e-01</probflip0>
<probflip1>5.40692533e-01</probflip1>
<probdiff0>5.19701356e-02</probdiff0>
<probdiff1>8.52635318e-01</probdiff1>
</weightfactory>
<idflookup size="1000">
<hash count="0">0x5448c6df</hash>
<hash count="0">0x5e3fe72a</hash>
<hash count="0">0x8732d39a</hash>
<hash count="0">0xc530e221</hash>
<hash count="1">0x15231688</hash>
<hash count="1">0x4af9a820</hash>
...
<hash count="508">0xd5574099</hash>
<hash count="509">0x52f765fa</hash>
<hash count="510">0xc55041c4</hash>
<hash count="511">0xab6831d3</hash>
</idflookup>
</weights>

Figure 5: Weights File: lshweights_64.xml

The two weights tables are included in an outer weightfactory
entry that is loaded by BSim into a respective object at runtime. As
stated in 2.2.1, the weights in the IDF table range between 0.0 <

𝑤 ≤ 1.0. This table contains 512 unique entries and, as seen in
the idflookup table in Figure 5, is indexed by looking up a "count"
for a particular feature. However, the idflookup table contains 1000
entries with some count values duplicated. From our analysis, we
conclude that the idflookup table contains the 1000 most frequent
features, according to BSim’s tuning, and features not included in
this table are given a default count value 0 and, thus, an IDF weight
of 1.0. Also stated in 2.2.1, the TF weights table is indexed using a
feature’s frequency within a single function. This table contains 64

4



465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

WiP: Assessing the Effects of Source Language on Binary Similarity Tools HotSoS ’25, April 1–3, 2025, Nashville, TN

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

Table 1: Experiment Databases

Language Compiler Package Opt. Level Functions
C Clang GNU Coreutils O0 17,471
C Clang GNU Coreutils O1 11,981
C Clang GNU Coreutils O2 12,380
C Clang GNU Coreutils O3 11,659

Rust Rustc Uutils Coreutils O0 563,638
Rust Rustc Uutils Coreutils O1 147,420
Rust Rustc Uutils Coreutils O2 128,553
Rust Rustc Uutils Coreutils O3 113,144

unique values, and, for any feature with a frequency greater than
64, the default weight is the last entry in the table.

The additional probabilities and scaling factors discussed in Sec-
tion 2.2.3 are also shown in Figure 5. Note the normalized proba-
bilities norm_probflip0, norm_probflip1, norm_probdiff0, and
norm_probdiff1 are calculated by multiplying the scale value with
the respective base probabilities. Our analysis also finds no refer-
ence to the weightnorm entry that affects the generation or com-
parison of features.

3 RESEARCH QUESTIONS
For the remainder of this paper, we utilize BSim as a state-of-the-art
binary similarity tool to address a number of important research
questions. Primarily, we investigate how source language affects
the efficacy of binary similarity techniques in terms of overall over-
all accuracy; though, we also provide results for adjacent questions
concerning the particular comparison mechanism and feature rep-
resentations. Our three research questions are as follows:

• RQ1. Does source language degrade binary similarity, and
to what extent?

• RQ2. How does source language affect clustering-based
binary similarity tools?

• RQ3. Can features be tuned according to their source lan-
guage?

Addressing these questions is important for the immediate im-
provement of BSim and similar tools, but also provides other re-
search directions in the development of more flexible binary simi-
larity solutions. Further, their answers serve as guidance for binary
analysis practitioners when applying existing tools to real-world
problems.

4 EVALUATION
In this section, we address and provide results for each of the re-
search questions defined in 3. For each study, we include both a
baseline result from a C-based dataset and an experimental result
from a Rust-based dataset. This work is inspired by a desire to im-
prove the landscape of binary analysis tools for the Rust language,
though we could expand this study to other compiled languages,
such as Golang, in future work.

4.1 Datasets and Setup
For our baseline C-based dataset, we use a subset of binaries pro-
vided by the BinKit work [11]. Specifically, we include binaries

Table 2: Overall Accuracy - Baseline (C)

Query Level, DB Level Accuracy (%)
O0,O0 100.0
O0,O1 69.20
O0,O2 67.79
O0,O3 66.60
O1,O1 100.00
O1,O2 98.83
O1,O3 97.80
O2, O2 100.00
O2,O3 99.26
O3,O3 100.00

Table 3: Overall Accuracy - Experimental (Rust)

Query Level, DB Level Accuracy (%)
O0,O0 93.61
O0,O1 45.93
O0,O2 33.72
O0,O3 32.43
O1,O1 99.17
O1,O2 92.35
O1,O3 91.09
O2, O2 99.24
O2,O3 97.90
O3,O3 98.96

from GNU Coreutils 9.1 compiled with Clang 13.0 for the x86_64
architecture at optimization levels O0, O1, O2, and O3. This dataset
includes a total of 400 binaries and 53,491 functions.

Our experimental Rust-based dataset is built from the uutils
coreutils project, which "aims to be a drop-in replacement" for the
GNU Coreutils [18]. We similarly compile each utility using the
standard Rust compiler, rustc 1.75 for the x86_64 architecture at
optimization levels O0, O1, O2, and O3. This dataset also includes
a total of 400 binaries with 952,755 functions. The significant dif-
ference in the number of functions is due to 1) static linking of
Rust dependencies and 2) high-level constructs like closures and
default trait implementations that are not used in C. These factors
are not anomalous to our dataset and are standard behavior for Rust
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Figure 6: Top Match Accuracy - Baseline (C)

Figure 7: Top Match Accuracy - Experimental (Rust)

binaries. Additionally, BSim does not allow function-level ingestion
or removal of single functions from a database. Thus, we include
the entirety of each binary in our experiments.

In both databases, we compile with all debug information in
order to retain symbols for our main source of ground truth.

To setup our experiments, we sought to create as realistic of
an experimental environment as possible, reflecting that of a real-
world binary similarity workflow. As such, we created one BSim
database for each distinct compiler configuration in both datasets.
That is, we created one database for each optimization level, holding
the compiler and the source language constant. Each binary was
analyzed and ingested into its respective database using Ghidra
11.2. The contents of our databases are summarized in Table 1.

In conducting our experiments, we executed and recorded queries
for each unique permutation of compiler settings, again holding
the source language and compiler constant. For each permutation,
we use the first setting component as the source of queries and the
second as the database to be queried. For example, with the permu-
tation {coreutils_clang_O0,coreutils_clang_O1}, we perform
a query for each function in the O0 set on the O1 database. We
configure BSim to report, at most, the 1000 nearest neighbors of a
function until the correct symbol is returned. Along with the sym-
bol names from the queries, we also record the reported similarity
and confidence for each result.

Towards RQ3, we also collected the features generated for each
function in both datasets, as well as their respective TF and IDF.
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Figure 8: Match Accuracy by Similarity - Baseline (C)

Figure 9: Match Accuracy by Similarity - Experimental (Rust)

4.2 Results
With our collected data, we conducted a number of analyses to-
wards answering the research questions presented in Section 3. In
this section, we provide the results of these analyses for both the
baseline and experimental cases. In addition, we include discussion
for each particular analysis and how it satisfies in answering our
posed questions.

4.2.1 RQ1. The most fundamental of our research questions, RQ1
questions the existence of an effect on binary similarity due to the
source language. For this, we report the overall accuracy of BSim,
where a successful trial is recorded if a candidate function symbol
matches the queried function symbol, at any similarity level. Thus,

for each row in Tables 2 and 3, we report the rate at which BSim
returned the correct symbol within the 1000 nearest neighbors of
each queried function.

Given these results, we find that the source language does, in fact,
affect binary similarity tools, even in a state-of-the-art solution like
BSim. Interestingly, we find that a number of functions were not
successfully matched when querying the database generated from
the same binary (the O0vO0, O1vO1, O2vO2, and O3vO3 rows).
This is to say that there were 1000 other functions that BSim found
to be more similar than the function itself.

It is worth noting that the most drastic difference between the
baseline C results and the experimental Rust results were when
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comparing an unoptimized (O0) binary with a database populated
by an optimized binary. This is an important distinction, given that,
in most real-world settings, binaries are not distributed with opti-
mizations. Thus, practitioners should be cognizant if populating
databases from binaries they have compiled for tasks like library
detection. Nonetheless, even when comparing binaries with opti-
mizations enabled, our experimental results indicate a degree of
degraded efficacy.

4.2.2 RQ2. In the previous section, we indicated that BSim per-
forms approximate nearest neighbor queries, returning not a sin-
gular match for a given function, but a configurable set of probable
similar functions. This technique has proven to alleviate some of
the issues faced when comparing binaries of varying compilation
settings and searching across a large corpus. However, even when
expanding the range of approximation to 1000 results per function,
the results for RQ1 demonstrated a degraded performance due
to variation in the source language. Thus, we use RQ2 to investi-
gate the ability of BSim to determine the correct function with a
maximum similarity across all matches.

Figures 6 and 7 extract additional information from our accuracy
results, now partitioning the frequency of correct matches into
either Top Similarity or Not Top Similarity. Note, there is also an
entry in the legend for results which tied for the top match by
similarity, though we did not experience this in either the baseline
or experimental datasets.

In the partition for Not Top Similarity we find that frequencies
double or nearly double between the C and Rust experiments. So,
not only does the source language degrade the overall performance
of BSim, it also degrades the rate at which the top result (by simi-
larity) is actually the correct result. This does not suggest, however,
that clustering techniques are not effective for binary similarity,
but does suggest that the feature representation and/or tuning may
be skewed for binaries produced by C.

We further partition the results into categories by range of sim-
ilarity in Figures 8 and 9. The baseline results show that, in the
majority, correct matches for C tend to be of higher similarity than
those for Rust. With the exception of the unoptimized compar-
isons (O0 v. O1, O2, O3), the experimental results show that correct
matches for Rust occur in lower similarity ranges more often. Most
interesting is the result for the O1 comparisons; notice that, despite
the comparatively similar overall accuracy, the similarity scores
have far more variability for Rust than for C. In a practical sense,
practitioners may receive correct matches at a comparable rate with
no query parameters for similarity or number of matches; but, if
filtering for matches within only a certain threshold, their results
may be severely degraded.

4.2.3 RQ3. Our final research question is motivated by the results
presented above and, as a Work in Progress paper, this version does
not include a full conclusion for RQ3. Primarily, this question seeks
to provide an immediate solution for the degradation of efficacy
experienced by BSim when comparing binaries produced by Rust.
BSim exposes a convenient interface for tuning features according
to their frequency in the corpus - as described in Section 2 - and
thus provides a simple direction for continuing this work. However,
as we have stated, there exists no clear documentation or tooling
to generate the tuning schemes used by BSim, so we cannot fully

Table 4: Feature Overlap

Language Overlap Occurrence (Avg.)
C 876 1365.66

Rust 737 360.53

address this question. Nonetheless, we present a few early results
which necessitate further investigation.

Recall from Section 2.3.1 that the BSim weights configuration file
contains the 1000 most frequent features, which are then used to
index a table of weight coefficients in order to calculate similarity
and confidence. Using the features collected from both datasets, we
cross-reference those seen in our experiments with the top 1000
features included in the lshweights_64.xml file and record the
number of times they were seen.

The Overlap in Table 4 records the number of features from the
1000 most frequent in the configuration file that occurred through-
out each dataset. The Occurrence values are an average of the num-
ber of times each feature was seen in its respective dataset. Thus,
the table summarizes an interesting finding; not only are the fea-
tures in the configuration file seen fewer times in the Rust dataset
than the C dataset, but they are drastically less representative of
the features seen in Rust binaries.

5 DISCUSSION AND FUTUREWORK
Our results for RQ1 and RQ2 clearly indicate that variation in the
source language negatively affects the efficacy and performance of
binary similarity tools. Further, our assessments demonstrate that
the quality of results in probability- and clustering-based similarity
tools are degraded when binaries are generated from non-C source
languages. Finally, our initial investigation into RQ3 provides im-
portant insight into the necessary direction of future work.

5.1 Feature Weight Tuning
This work clearly necessitates the investigation of further tuning,
either for broader generality or increased specificity for particu-
lar languages, applications, and/or domains. With its accessible
interface for configuration and tuning, BSim is uniquely positioned
to address this need. However, without complete documentation
and/or tooling, we are currently unable to determine a process that
derives the weights configuration file described in Section 2. An
open discussion post in the Ghidra GitHub repository confirms our
findings that the source code used to derive and tune weights is
not distributed. The inquiry has since been elevated to the Ghidra
development team. As we present this ongoing work, we leave the
open-sourcing and/or documentation of the weight tuning mech-
anism to future work with highest importance. In doing so, BSim
will be fully equipped to investigate the full extent of our research
questions, along with many others that may find motivation from
this work.

5.2 Improving Analyses
Also included in Section 2, we note that BSim utilizes p-code, Ghidra’s
intermediate representation (IR), which is lifted from a binary’s raw
machine code. As some early work has documented, the quality of
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this process is complicated by non-C languages, like Rust, and may
be an additional source of limitation in generating quality features
for our Rust dataset. From this perspective, we are interested in
pursuing analysis procedures for generating higher quality IR from
Rust binaries, such that feature generation is able to produce richer
information. For example, recent work has utilized pointer analysis
to derive more accurate call graphs, which may be beneficial for de-
termining more precise data flow across call boundaries [12]. Other
static analysis techniques may be useful for determining function
arguments, which are typically a source of incompleteness when
analyzing Rust binaries [9].

6 CONCLUSION
Efficient and accurate binary code similarity is a complex, yet vital
technique for real-world binary analysis. While the area has seen
sustained research effort to improve and develop techniques, binary
similarity is complicated by a number of factors including compiler
versions, optimization settings, and now, as we have demonstrated,
source code language. Using a state-of-the-art tool, BSim, this work
shows that the source language does, in fact, affect the quality
of binary similarity results. Our assessments suggest that current
tooling is unable to match binary code generated from the Rust
language with reliable accuracy and necessitates further attention.
We present twomain research directions to address the issues found
in this work through additional tuning of language-specific features
and improved IR lifting procedures. We also provide an introduction
of BSim to the open research record and hope to see its further
investigation and adoption in future work.
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