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Introduction

A major concern in machine learning
application is the privacy of sample data
In this work, we adopt the concept of -
differential privacy to study the privacy
Issue In a sequential empirical risk
minimization setup where the number of
samples needed is determined In the
process of learning. Using exponential
algorithm, we design a differentially
private sequential learning algorithm.

Advantages of sequential setup
 Fewer samples

* Less computation

* Probably Approximately Correct (PAC)
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Learn from a class of binary functions F
of finite VC-dimension using a sequence
of samples X = (x4, x5, ...)
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The stopping rule is (a, B)-useful if
Pri|P(f*) = P(f*™)| > al <p

It is (kq, ky, k3)-Strongly efficient if for any
(k,a, B)-useful stopping rule v
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Adjacency: two sequences of samples
differ in only one entry.

e-differential privacy: for any stopping rule
and adjacent samples X and X',
Pr{(zx, fx' ™) € 0] <e®Prl(zx, fx; ") € O]

The algorithm is e-differentially private and
(5 + 2—; 6 + 2—; 1)-strongly efficient.

Algorithm 1 =-differentially private sequential
learning algorithm
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Conclusion

In this work, we designed a differentially
private and strongly effective sequential
learning algorithm, whose efficiency
converges to non-differentially private
case for large sample size.
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