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Motivation

Model of k- Resilient Observability

Formalization of k- Resilient Observability

e Susceptible to coordinated attacks .
(N ) Node) < k) A =Observability

e Physical components with various iy * Assured data delivery constraint
communication and industrial protocol _ —ResilientObservability was formalized
e Cause by data unavailability and false * State estimation observability
iniecti constraint was formalized
data injection b Z (Node; x Ied))) < k1)
e Variety of control routines for smart grid I
(N2 = ) (Node;x Rtu;)) < k1) A
e Lack of scientific foundation for 1<i=N;
proactive resiliency analysis for SCADA - Observability

| — =ResilientObservability
A = Model of k- Resilient Secured Observability
ESE i
e — Formalization of k- Resilient Secured Observability
- f (N= Y Node) < k) A ~Observability
MR E—wmi—a sl L<i<N  Secured data delivery
... o — —ResilientSecuredObservability constraint was formalized
Regional Control Center ey —— (= — * State estimation secured
= .. ﬂ*l o = — (N1= ) (Node;xIedy)) < ki)A observability constraint
IIDI:IIJ R TR [ RTU IEDs lﬂfﬂ Nl .
° — was formalized.
% —— . | | ;Uf BT ((N5 — z (Node; x Rtu;)) < ky) A
Sub-(ng%e“’ef ‘ | Field Sites (Remote Stations) lif-i NE
= 0Observability
— = ResilientObservability

 Developing k-resiliency properties and metrics MOdEI Of (r) — RES"ent d Data DEtCtIOn

* Verify and measure the resiliency of SCADA configuration against state [r- Bad Data Detectability J [(k, r)- Resilient Bad Data Detectability }
corruption and flooding coordinated attacks to ensure e2e data integrity o ellint Constraint

* Identifying attack vector and weak configuration for mi VZz Vxestatesetz 5z = SEx.z (N — Z Node)) < k) A ~BadDataDetectability

1=i=N

k RESiIiency Vz Vxestatesetz 0z = 75Exz — =ResilientBadDataDetectability
~BadDataDetectability —

* k- resilient observability verifies whether observability is ensured
o . . " I () SExz<r+1)
if k field devices are attacked/unavailable (reachability). -

* k- resilient secured observability verifies whether secured
observability is ensured if k field devices are attacked (reachability m

& security integrity)
* (kr)—resilient bad data detectability bad data is detectable even Fpccution Time Analyss for Resilent Secured Observabily _ Resiliency Analysis w.r.t. Hierarchy Level
: : e p—— | 3 BResifieny
if k devices are attacked and r measurements are corrupted. e f O IFRESIERS
m F—g ’ E 5000: X
;g 15 - E 4000 |
Modeling the following SMT -_ 2 %
logics o Vo 5. L | ]E Z | . -
o SCADA configuration, [ Device and Topology | { Reachability Model } il S //
. i Model !
o Reachability & secured : % 7 " ,-,7 T T TR
. i : : ' Number of Buses ierarchy Leve
delivery among SCADA j Control Data it Hicrarchy Level
arties : Requirement Model :
P . | Resiliency Threat The increase in execution time with The higher the hierarchy level, the larger
O SCA[?A Operationa | Model i respect to bus size lies between linear the threat space
requirements E / ] | and quadratic orders.
o K-resiliency specification. I MTSolver ) |
@ Verification Framework
_ “Formal Analysis For Dependable Supervisory Control and Data Acquisition in Smart
Grids”, the 46" |[EEE/IFIP International Conference on Dependable Systems and Networks
Resiliency Verification Result (DSN), TOU'OUSG, France, June 2016

SOS Lablet Meeting — *
July 27-28, 2016 ‘Wr’

UNC CHARILOITE




