
A Dynamic Pipeline for 
Cybersecurity Information 
Extraction and Understanding

Priyanka Ranade, Aritran Piplai
University of Maryland Baltimore County



Acknowledgements
• Dr. Ahmad Ridley, NSA Mentor
• Dr. Anupam Joshi, Professor
• Dr. Tim Finin, Professor

Thank you to the NSA for their support!

2



Agenda
Building a Cybersecurity 
Knowledge Graph (CKG):

Approach for creating a CKG 
and using it to understand 
malware behavior

Understanding Security Risks 
for CKGs:

Showcasing a data poisoning 
attack to infiltrate the CKG and 
metods to defend against 
integrity attacks



Building a Cybersecurity Knowledge Graph



After Action Report about Malware 
Attacks

5



Architecture
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NER and Relationship Extractor



Entities and Relationships
Software Indicator

Attack-Pattern IPAddresses

Course-of-Action Malware

Exploit-Target Campaign

Filename Tool

Hashes Vulnerability
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hasProduct targets

hasVulnerability mitigates

uses indicates



Example 
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Relationship Extraction Neural Network



Relationship Extractor
But this is what exactly 
happened when one of the 
Naikon spearphishing targets 
received a suspicious email
……..

Hellsing Indicators of 
Compromise 
MD5s: 015915BBFCDA1B2B884DB87262970A11 

036E021E1B7F61CDDFD294F791DE7EA2 

Naikon Spearphishing 
targets

Hellsing 015915BB
FCDA1B…

Suspicious 
email

targets

uses

uses

Corpus Prediction

036E021E..
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Knowledge Graph Fusion











.



Reasoning examples
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Reasoning examples after fusion
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Data poisoning attack Risks and 
Defenses



Background and Motivation



Cyber Threat Intelligence and the Security 
Community

• Cyber Threat Intelligence (CTI)
– Also referred to as OSINT (Open Source Intelligence Data)

• Information about cybersecurity vulnerabilities, exploits
• Valuable to the security community to stay informed about 

new vulnerabilities and exploits
• Used as training data for AI-based cyber defense systems



AI-Based Cyber Defense Systems
• CTI can be shared as text or as 

semi-structured data
• Text fields can use formats like 

Structured Threat Information 
Expression (STIX) and Malware 
Information Sharing Platform 
(MISP)

• Free text can be transformed to 
more structured formats and 
used as training data for machine 
learning systems aimed at 
detecting attack patterns.

• Used to populate cybersecurity 
knowledge graphs (CKG) for 
further reasoning.

Related Work

• Mittal et al. created Cyber-All 
Intel and CyberTwitter which use 
CKG and other agents to aid 
cybersecurity analysts

• Piplai et al. use extracted 
malware after action report 
information as prior information 
in a reinforcement learning 
malware analysis environment

•



Cybersecurity 
Misinformation Risks

Google Threat Analysis Group

• The misinformation risk for 
the security community is the 
possible dissemination of false 
CTI by threat actors in an 
attempt to poison systems 
that ingest and use the 
information.

•
January 2021- Google Threat 
Analysis Group discovered a 
nation-state backed group 
that faked security research 
accounts and blog posts



Contributions
Fine-tuned GPT-2 Model that generates fake CTI 
text

Poisoning pipeline for infiltrating a Cybersecurity 
Knowledge Graph

Evaluation and analysis of the fake and real CTI 
text



The Evolution of Natural Language 
Models



Transformer Models
• Inspired by encoder-decoder (RNN-based 

Sequence models) architectures
• Transformer encoders (BERT) map input 

sequences to high dimensional vector spaces
• Transformer decoders (GPT-2) map transforms 

vectors into output sequences.
• Rely solely on an upgraded attention mechanism 

rather than RNNs to generate sequences

Related Work

• Lee et al. produced patent claims by 
fine-tuning the generic pretrained GPT-2 
model with U.S. utility patents claims 
data

• Feng et al. finetuned GPT-2 on a small 
set of yelp review data-set

• Vijjali et al. utilize BERT-based 
transformers to detect false claims 
surrounding the COVID-19 pandemic.



Adversarial Machine Learning and Poisoning Attacks

• Adversarial machine learning is a 
technique used to subvert ML 
systems by providing deceptive 
inputs to the model.

• Poisoning attacks directly 
contaminate the training data-set

• Rely heavily on the use of 
synthesized and/or incorrect 
input data.

Related Work
• VirusTotal poisoning attack 

demonstrated by the McAfee 
Advanced Threat Research team

• Kurana et al. created a reputation 
scoring mechanism to identify 
poisoned inputs.



Methodology



Methodology
❖Creating a Cybersecurity Corpus
❖Fine-Tuning the GPT-2 with Cybersecurity Corpus
❖Generating Fake Cyber Threat Intelligence Samples
❖Evaluation



Creating a Cybersecurity Corpus

• Fine-Tune the public GPT-2 Model with a 
cybersecurity text to generate a large amount of 
fake, but plausible CTI

• Use the generated fake CTI text to perform a data 
poisoning attack on a CKG and cybersecurity 
corpus.



Fine-Tuning GPT-2 on Cyber Threat Intelligence 
Data

• Fine-Tune the public GPT-2 Model with a cybersecurity text to generate a large 
amount of fake, but plausible CTI

• Use the generated fake CTI text to perform a data poisoning attack on a CKG 
and cybersecurity corpus.



Evaluation



Samples of Generated Fake CTI using GPT-2
Research Question
Is the generated CTI plausible enough to bypass experienced 
Cyber Threat Hunters and Analysts?



Evaluating the Generated Cyber Threat 
Intelligence

Evaluation
Ten threat hunters and analysts with 15+ 
years of experience evaluated 280 
generated samples into true/false 
categories

Results
Participants were only able to label 
60/280 of the generated samples as fake 
and found the large majority (78.5%) of 
the fake samples as true.



Poisoning a Cybersecurity Knowledge Graph
CKG populated with data from 

legitimate CTI sources

The poisoned CKG with additional 
data (red box) extracted from 

fake CTI



Defenses against CTI poisoning (WIP)

Trust scores for 
relationships

Graph CNN



Future Work
• Defenses against fake cybersecurity information
• Develop systems that can detect linguistic errors and disfluencies that generative 

transformers commonly produce
• Detecting fake CTI text can use a combination of novelty, consistency, provenance, 

and trust.
• Fine-tuning the model with data from other specialized domains (like medicine).
• Change ontology to include classes that help us identify the source of the 

information 



THANK YOU!

For questions please contact –
priyankaranade@umbc.edu
apiplai1@umbc.edu
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