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revelation and protection, with 
satisfaction shared among the indi-
vidual, organizations, and society 
as a whole. Research in this area 
isn’t new. The first explicit eco-
nomic approaches to privacy ap-
peared near the end of the 1970s, 
in particular via pioneering work 
from Chicago School econo-
mists such as Richard Posner2 and 
George Stigler.3 Research con-
tinued through the 1990s, thanks 
to contributions from economists 
keenly interested in information 
technologies (such as Hal Varian4 

or Eli Noam5) and researchers in-
terested in the privacy “calculus” 
(such as Robert Laufer, Maxine 
Wolfe,6 Pamela Amstrong, or 
Mary Culnan7). Theoretical and 
empirical studies in this area bur-
geoned after 2000 with the advent 
of the commercial Internet and 
the explosion of technologies for 
data dissemination, gathering, and 
analysis.

However, the same technologi-
cal advances that, in recent years, 
have vastly expanded information 
sharing and mining capabilities, 
have also made our privacy trade-
offs more difficult to navigate, 
exposing surprising dichotomies 
between our privacy attitudes and 
our actual behavior. In words, 
we’ve reacted to the new techno-
logical panopticon by demanding 
more privacy (surveys keep find-
ing that privacy is one of American 
consumers’ largest concerns; see, 
for instance, the Consumer Union 
2008 Consumer Reports Poll: 
“Americans Extremely Concerned 

gain fame and immortality.
Today, like 2,000 years ago, 

many seek notoriety at the price of 
embarrassment, a tarnished repu-
tation, or even infamy. In 2007, a 
new Facebook group came under 
media attention: 30 Reasons Girls 
Should Call It a Night counted 
“nearly 150,000 members and a 
collection of nearly 5,000 photos 
of young women passed out on 
the pavement, collapsed in shrub-
bery, peeing in bushes, and vomit-
ing in toilets (or on themselves).”1 
Most of the subjects had uploaded 
the photos themselves.

What is it that pushes us to seek 
fame by misconduct or publicity 
by sharing embarrassing informa-
tion with strangers? How do we 
reconcile these desires with the ap-
parent need for privacy that surveys 
keep finding so widespread among 
the American population? In short, 
what drives individuals to reveal, 
and to hide, information about 
themselves to and from others?

The Privacy Trade-Off
Privacy decisions often involve 
attempting to control information 
flows in order to balance com-
peting interests—the costs and 

benefits of sharing or hiding per-
sonal information. As such, they’re 
a natural field of study for eco-
nomics. But traditional economic 
models have made overly restric-
tive assumptions about the stabili-
ty and nature of individual privacy 
preferences, disregarding the psy-
chological and emotional compo-
nents of (more or less deliberate) 
decisions about personal data. 
Newer approaches, drawing on 
research in behavioral economics 
and psychology, offer complemen-
tary and richer tools to under-
standing privacy decision making 
and promising initial results. They 
might be able to reconcile the hu-
man need for publicity with our 
ostensible desire for privacy.

Broadly speaking, privacy eco-
nomics deals with informational 
trade-offs: it tries to understand, 
and sometimes quantify, the costs 
and benefits that data subjects (as 
well as potential data holders) bear 
or enjoy when their personal in-
formation is either protected or 
shared. Privacy economics also 
tries to understand how to use 
market mechanisms, technol-
ogy, or policy to achieve a desir-
able balance between information 

I
n 356 B.C., a man started a fire that destroyed the 

temple of Artemis at Ephesus—one of the sev-

en wonders of the ancient world. Captured by the 

citizens of the town and sentenced to death, he 

boasted that the arson had been motivated by the desire to 
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About Internet Privacy,” (see 
www.consumersunion.org/pub/ 
core_telecom_and_ut i l it ie s/ 
006189.html). In actions, how-
ever, we seem resigned and almost 
unfazed in the face of escalat-
ing intrusions into our personal 
data. Even the risk of identity 
theft (an issue of allegedly great 
importance to many individu-
als) seems not to generate sig-
nificant consumer reaction: of all 
individuals whose data had been 
obtained by criminals follow-
ing the Choicepoint data breach, 
fewer than 10 percent ever called 
the company to take advantage of 
the credit protection, insurance, 
and monitoring tools Choice-
point made freely available (see 
www.networkworld.com/news/ 
2007/041007-choicepoint-victim 
-offers.html).

Some social scientists have im-
plicitly or explicitly assumed that 
people have stable preferences for 
privacy, and based on those make 
sensible, coherent trade-offs be-
tween privacy and other desired 
goals—such as participating or 
not in online social networks.2,3 
However, substantial literature in 
behavioral decision research and 
behavioral economics documents 
systematic inconsistencies in con-
sumer choices.8 This research 
shows that preferences are often 
labile and influenced by contex-
tual factors.9 For example, pref-
erences depend on how they’re 
elicited or how choice alterna-
tives are framed, as well as how 
salient the information available 
to customers is and what types of 
comparisons evokes. Given that 
privacy’s tangible and intangible 
consequences are often difficult 
to estimate, numerous and subtle 
effects can likely influence and 
distort the way we value data pro-
tection and act on our concerns. 
This would determine the likely 
emergence of behavioral inconsis-
tencies and malleable preferences, 
as well as the fluctuation of pri-
vacy concerns over time. 

Privacy and Behavioral 
Economics
To make sense of these inconsis-
tencies, in 2004 I started applying 
theories and methodologies from 
behavioral economics and behav-
ioral decision research to investi-
gate privacy decision making.6 At 
Carnegie Mellon University, we 
started a research that focused on 
the cognitive and behavioral biases 
(from risk aversion to immedi-
ate gratification) that hamper be-
havior in this area. Highlighting 
privacy preferences’ malleability, 
however, doesn’t imply that peo-
ple make “irrational” or wrong 
decisions about their information. 
More subtly, systematic inconsis-
tencies and biases suggest that we 
need richer theories to understand 
how challenges and hurdles af-
fect the  way we make decisions 
about our personal information. 
Such hurdles might stem from a 
combination of factors: incon-
sistent preferences and frames of 
judgment; opposing or contradic-
tory needs (such as the need for 
publicity combined with the need 
for privacy); incomplete informa-
tion about risks, consequences, or 

solutions inherent to provisioning 
(or protecting) personal informa-
tion; bounded cognitive abilities 
that limit our ability to consider or 
reflect on the consequences of pri-
vacy-relevant actions; and various 
systematic (and therefore predict-
able) deviations from the abstract-
ly rational decision process.

Some of these deviations in the 
privacy domain might be simi-
lar to biases behavioral decision 
researchers have identified in the 
consumer choice domain. Others 
might be peculiar to privacy choic-
es. In the course of various stud-
ies, colleagues and I have found, 
for instance, that individuals are 
less likely to provide personal in-
formation to professional-looking 
sites than unprofessional ones, or 
when they receive strong assur-
ances that their data will be kept 
confidential (see http://ssrn.com/
abstract=1430482). We’ve found 
that individuals assign radically 
different values to their personal 
information depending on wheth-
er they’re focusing on protect-
ing data from exposure or selling 
away data that would be otherwise 
protected.11 We’ve found that they 
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might also suffer from an illusion 
of control bias that make them 
unable to distinguish publication 
control from control of access to 
personal information.12

This is an area of research ripe 
for further investigation, where 
contributions from different fields 
(economics, behavioral deci-
sion research, psychology, usabil-
ity, human-computer interaction, 
and so forth) can fruitfully come 
together.13–15 Two of its most 
exciting directions focus on un-
derstanding how to reconcile our 
need for privacy with our need for 
publicity, and how to turn results 
about cognitive and behavioral 
biases in privacy and security de-
cision making into normative 
design research—something that 
helps us build better privacy tech-
nologies and information policies.

The Soft  
Paternalism Solution
Behavioral economists’ recent fo-
cus on “soft” or asymmetric pater-
nalism16,17 might offer promising 
tools in this regard. The idea be-
hind soft paternalism is to design 
systems so that they enhance (and 
sometimes influence) individual 
choice to increase individual and 
societal welfare. To do so, be-
havioral economists might even 
design systems to “nudge” in-
dividuals, sometimes exploiting 
the very fallacies and biases they 
uncover, turning them around in 
ways that don’t diminish users’ 
freedom but offer them the op-
tion of more informed choices. 
Hence, nudging privacy—that is, 
using soft paternalism to address 
and improve security and privacy 
decisions—might be an appeal-
ing concept for policy makers and 
technology designers. This con-
cept goes beyond concurrent at-
tempts at making our computer 
systems more “usable.” Consider, 
for instance, online social network 
users who post their dates of birth 
online. This information isn’t 
particularly sensitive per se, but 

could lead to inferences of sensi-
tive data (such as the individuals’ 
Social Security numbers, as our 
research has shown).18 A strong 
paternalistic approach would ban 
the public provision of birth dates 
in online profiles—certainly too 
gross a measure, given that users 
might have very legitimate reasons 
to make that information avail-
able to others, and that the risks 
of adverse effects for specific us-
ers are limited. A “usability” ap-
proach would design a system that 
makes it easy or intuitive for us-
ers to change the visibility settings 
for their birth dates. A soft pater-
nalistic approach might, instead, 
provide context to aid the user’s 
decision—such as visually repre-
senting how many other users (or 
types of users) might be able to 
access that information or what 
they can do with it; or, it might 
alter the system’s default settings 
so that, even when provided, birth 
dates aren’t visible unless individ-
uals explicitly set them that way. 

R esearchers have started study-
ing many similar scenarios. 

Privacy economics continues to 
evolve since its inception 40 years 
ago. Its combination with psy-
chologically and behaviorally in-
formed streams of research might 
prove a powerful tool to under-
stand, and assist, privacy decision 
making in our complex informa-
tion societies. 
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