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  Abstract     The disruption of any critical infrastructural sector has the potential to 

create signifi cant direct consequences and cross-sectoral effects in a short period of 

time. In this article, we suggest a consequence-, time- and interdependency-based risk 

assessment approach that seeks to identify which direct consequences and intersectoral 

effects are likely to emerge in what time frame. We argue that critical infrastructures 

with the capacity to cause the greatest societal consequences and strongest intersec-

toral negative effects in the shortest time represent the most risky infrastructures. 

Such a direct risk assessment was further improved by a network-based risk calculation 

that takes not only fi rst-order effects into account, but also the  n -order intersectoral 

cascading effects. Applying this model to 17 infrastructural subsectors in Slovenia shows 

that the network transfer of effects among critical infrastructures can considerably 

and unpredictably change their initially calculated risk. The riskiest subsectors at the 

maximal level of network effects turned out to be those on which other subsectors 

heavily directly and indirectly depend: electricity, ICT, road transport and fi nancial 

instruments. Risk management in the critical infrastructure protection fi eld and related 

defence in depth should focus its limited resources on those infrastructures with the 

biggest network-based risk. 
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 Introduction 

 Critical infrastructure encompasses a broad spectrum of vital sociotech-
nical sectors such as transport, energy, ICT, health services, water, 
food, fi nancial services and so on. Their partial or complete failure 

could threaten the societies they support and create various kinds of crises 
related to the interruption of basic services and other outputs (for example, 
shortage of electricity, oil or food, disrupted medical care and so on). The mal-
function of any such sector can create signifi cant damage that affects other 
infrastructures in a short period of time. The question is how to assess infra-
structural risk related to the dynamic interaction of multiple consequences, 
cross-sectoral effects and time. Our consequence-, time- and interdependency-
based (CTI) risk assessment approach (a three-dimensional CTI model) aims 
to diagnose which direct consequences and intersectoral effects would likely 
emerge in what time frame after the malfunction of particular critical infra-
structures. We argue that critical infrastructures with the capacity of causing 
the greatest societal consequences and strongest intersectoral negative effects 
in the shortest time period represent the riskiest infrastructures. This argument 
and our model were based on a combination of the existing quantitative 
approaches to risk assessment, studies of critical infrastructure and (social) 
network analysis theory (see  Freeman, 1979 ;  Borgatti, 2005 ;  Borgatti  et al , 
2009 ), as will be explained below. The goal of this article is to present two 
possible measures of risk, incorporating the variables of consequences ( c ), time ( t ) 
and interdependency ( i ), and to show their usefulness in the development of 
risk management strategies. 

 The consequences of an infrastructural disruption are a typical variable in 
risk assessment as they show predictable direct or indirect effects and refl ect 
the societal importance of particular infrastructure (see  Luiijf  et al , 2003 ; 
 Dunn, 2004 ;  Willis  et al , 2005 ). The role of interdependencies in relation to 
infrastructural risk has also become widely recognized (see  Perrow, 1999 ; 
 Rinaldi  et al , 2001 ;  Boin  et al , 2003 ;  Le Grand  et al , 2003 ;  Zimmerman, 2004 ; 
 Lewis, 2006 ;  van Asselt and Renn, 2011 ). Cascading failures can spread cross-
sectorally from one infrastructure to another, potentially causing compound 
and complex disasters. Risk has obviously become a borderless phenomenon, 
transcending different kinds of structural and other borders ( Smith and 
Fischbacher, 2009 ). Approaches to studying cross-sectoral interdependencies 
have been developed, such as the Inoperability Input – Output model for esti-
mating how the system of interdependent infrastructural sectors can be 
adversely affected in terms of economic damage as a result of initial perturba-
tions to other sectors through willful attacks or natural disasters ( Santos and 
Haimes, 2004 ;  Lian and Haimes, 2006 ). In addition, the role of time is impor-
tant because risks materialize in certain regions of space during particular 
time intervals. Only rare examples of risk assessment in the fi eld of critical 
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infrastructure have included this variable directly (see  Rinaldi  et al , 2001 ; 
 Bradley, 2007 ;  Haimes, 2009 ;  Barker and Santos, 2010 ), and even they show 
that different time variables can be considered (for example, the timing of the 
adverse event, temporal accumulation of events, speed of events, duration of their 
effects, time to recovery and so on). The above brief overview of the infrastructural 
relevance of consequences, interdependency and time shows that there are enough 
good reasons to build our risk assessment approach on these variables    . 

 Although there is no universally accepted defi nition of risk, the prevailing 
quantitative approaches to risk assessment understand risk as a function of the 
probability of an escalation of a particular threat or adverse event that would 
bring some dangerous consequences. For example,  Lowrance (1976)  defi ned 
risk as a measure of the probability and severity of adverse effects.  Kaplan 
(1997)  later defi ned it as a triplet of scenario, likelihood and consequences. 
Many other authors used similar defi nitions     of risk (see  Ben-Ari  &  Or-Chen, 
2009 ;  International Risk Governance Council, 2006 ), whereas some added the 
dimension of vulnerability (see  Dunn, 2004 ;  Haimes, 2004 ;  Willis  et al , 2005 ; 
 Willis, 2007 ;  Aven, 2011a ). In addition, the ISO 31000 standard recognizes 
the use of risk as a combination of the consequences of an event and the asso-
ciated likelihood of its occurrence ( Standards Australia  &  New Zealand, 
2009 ).  Aven ’ s (2011a,   b)  assessment of risk characterizations has further 
shown that risk can be understood as a result of threatening events (initiating 
events, scenarios  –  A), consequences of A (C), and the associated probabilities 
(P) or uncertainties (U) (an A-C-P or A-C-U understanding of risk). He found 
out that probability is only a limited tool used to represent the uncertainties 
and that some models can defi ne risk as  uncertainty about  and the  severity of  
the consequences of an activity with respect to something that humans value. 
 Aven (2011b, p. 1082 ) also suggested that for some applications one can drop 
the A component (no adverse events are defi ned) and focus on consequences 
alone. In our risk model, we have two risk measures using three basic variables 
(expected consequences, time effects and interdependencies) determined by 
groups of experts based on the scenario of a complete disruption or malfunc-
tion in various infrastructural subsectors (the probability of such a worst-case 
scenario equals 1). 

 Direct risk ( R d  ) attributed to an infrastructural subsector is a function of the 
expected direct societal consequences, intersectoral effects and time, given the 
scenario of its complete malfunction. Its value shows the amount of conse-
quences and intersectoral effects per time (according to time). Network-based 
risk ( R n  ) attributed to an infrastructural subsector is a function of conse-
quences, time and not only fi rst-order intersectoral effects as in case of  R d  , but 
the  n -order network effects of its complete malfunction and related conse-
quences and time. It refl ects the unpredictable effects of both direct and 
indirect transfers of consequences per time across infrastructural sectors. 
These transfers are a consequence of cascading failures or the propagation of 
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malfunctions across the network. This means that infrastructural risk should 
grow with the increased diffusion of consequences through the network of 
interdependent sectors. Such a cross-sectoral process of the transfer of conse-
quences per time can be labeled  ‘ risk transfer ’ , and network-based risk ( R n  ) is 
its better estimate. The term risk transfer has been used by other authors to 
refl ect the passing on of some or all consequences of a risk to a third party (see 
 International Risk Governance Council, 2006 ), thereby decreasing the initial 
risk for the fi rst party (for example, in the insurance business). However, in 
our case, the cross-sectoral transfer of malfunctions (consequences per time) is 
only used for an improved estimation of risk and not a reduction of risk in the 
initial subsector. Vulnerability was not an express focus in our approach, but 
can be traced in the varying levels of susceptibility of critical infrastructural 
subsectors to the effects of a malfunction of others (see Table 3 and the related 
interpretation). Knowing the unknowns related to direct and network-based 
risk created by the malfunctions of large infrastructures can contribute to the 
existing critical infrastructure protection policy and related risk assessment 
approaches. A better understanding of the cross-sectoral network propagation 
of risk can also contribute to cross-sectoral defense in depth. 

 This article is organized as follows. In the next section, we explain the CTI 
risk assessment method, its three variables and both risk calculations. The 
third section presents the results of the tested model for the case of Slovenia. In 
the conclusion section, we summarize the results, discuss their relevance and 
identify the limitations of our approach.   

 The CTI Risk Assessment Method 

 Extreme events can create serious adverse consequences in a relatively short 
period of time with strong intersectoral negative effects. Our risk assessment 
approach therefore incorporates three basic variables: consequences, time and 
interdependencies. The units of our analysis are subsectors of critical infra-
structure. Each subsector refers to a group of infrastructures performing a 
similar function.  Figure 1  shows the variables, subsectors and outputs of the 
risk assessment process, which are further explained in the rest of this section.  

 The variables 

 The CTI risk assessment is based on an expert assessment of the basic varia-
bles. Each variable in each subsector was to be assessed on the hypothetical 
 assumption (scenario) of a complete subsectoral breakdown and no counter-
measures . All subsectors thereby faced exactly the same simple scenario, and 
the consequences of this scenario were measured in a way that allows further 
cross-sectoral comparability. Some critics might argue that it is artifi cial 
to separate the cause and related consequences (CTI variables in our case). 
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We concur that assessing variables under this scenario is somewhat artifi cial, 
although it can be demonstrated that this approach has been used by several 
other scientists to reduce the cognitive complexity of numerous possible scenarios 
(see  Di Mauro  et al , 2010, p. 281 ), several potential countermeasures and their 
complex interactions when assessing the variables at the subsectoral work-
shops. Only such a simplifi cation enables us to acquire the  ‘ pure ’  consequences, 
interdepencies and time windows that determine the absolute subsectoral 
risk. For example, the assessment assumption of complete subsectoral failure 
has been used in cross-sectoral scanning in the Netherlands to assess the variable 
of interdependencies without any countermeasures, meaning no back up, no 
redundancy, no alternative buffers or supplies ( Luiijf  et al , 2003 ). A similar 
approach to assessing variables without considering countermeaures was used 
in the United States by  Barker and Santos (2010, p. 969)  where it was labeled 
the  ‘ do nothing strategy ’ . Swiss and German approaches have also employed 
a scenario of a complete infrastructural malfunction without specifying the 
threat or its nature that might cause such a malfunction ( Bundesamt f ü r 
Sicherheit in der Informationstechnik, 2008 ;  Fischer, 2010, p. 31 ). A similar 
logic when assessing the consequences (complete malfunction  –  no counter-
measures) has been used by all EU member states to determine the European 
critical infrastructure in the subsectors of oil, gas, electricity, road, air, rail and 
water transport (see  Council of the European Union, 2008 ). Such inoperability 
scenarios have also been used to assess the cascading fi nancial effect of an 
infrastructural malfunction on other infrastructures (see  Anderson  et al , 2007 ) 
and in the HAZOP methodology that has been used widely to predict devia-
tions from the normal system operation (see  Kletz, 1997 ;  Dunjo  et al , 2010 ). 

SECTORAL DATA
CAPTURE

VARIABLES &
SCALES

RISK
ASSESSMENT 

Sector  Subsector 
Energy  Oil 
  Gas 
  Electricity 

Nuclear Industry Nuclear 
  Substances 

ICT  ICT 

Water  Drinking water 
  Water quality 

Water quantity 

Food  Food 

Health  Health care 
Medicaments 
and 
laboratories 

Finances Financial 
instruments 

Transport Road transport 
Rail transport 
Air transport 
Sea transport 

Chemical Chemical 
industry industry 

Consequences: 
    0 – none or very small 
 1 – small 
 2 – medium 
 3 – high 

4 – very high 

Time window: 
 1 – instant 
 2 – fast 
 3 – moderate 
 4 – delayed 

Interdependency: 
 0 – nonexistent 
 1 – low 
 2 – medium 
 3 – high 
 4 – complete 

Network-
based Risk
Estimation

Direct Risk
Estimation

  Figure 1  :             CTI risk assessment model.  
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Our scenario is the worst of all scenarios considered in the HAZOP approach 
and is applied to the whole infrastructural subsector. In reality, such scenarios 
are less probable but not completely impossible, as demonstrated by several 
past blackouts and information security threats. For example, the Northeast 
blackout in the United States and the blackout in Italy in 2003 were the largest 
blackouts in the history of those countries, with each affecting more than 
50 million people in a time period lasting from 12 hours to 4 days.  1   These 
wide-area blackouts were the result of a cascade of failures originating from 
the loss of one line (the Sammis-Star line in the case of the US blackout and the 
line connecting Switzerland and Italy) ( U.S. – Canada Power System Outage 
Task Force, 2004 ;  North American Electric Reliability Council, 2004 ;  Buldyrev 
 et al , 2010 ). The cascade of failures and interruptions in this subsector affected 
all related     and dependent infrastructures, such as mobile telephone networks, 
the Internet, water supply systems (lost pressure due to the malfunction of 
water pumps), electric rail transport, air transport (fl ights canceled), road 
transport (cars could not refuel because gas stations were unable to pump fuel, 
no traffi c lights, traffi c jams, inoperable road electronic toll systems and so on), 
fi nancial markets and industry (many facilities shut down or at least had sup-
ply problems) and so on (see  Sophie, 2003 ;  Gorman, 2005, p. 16 ;  Anderson  et 
al , 2007 ). Various ICT security events (such as information warfare, cyberter-
rorism, cybercrime and so on) created by states, criminal and terrorist organi-
zations or individuals could in the case of an extreme scenario incapacitate a 
country and create serious cross-sectoral effects on fi nancial systems, air trans-
port, water control systems, nuclear power plants, government, electricity, res-
cue services and so on. Digital Pearl Harbor scenarios have been contemplated 
and exercised ( Mandel, 1999, pp. 80 – 86 ;  Gorman, 2005, p. 11 ;  Ashmore, 
2009, p. 4 ;  Shackelford, 2009, p. 195 ;  Biedleman, 2011, p. 58 ), although the 
cyberattack on Estonia in 2007 was the fi rst case to threaten the national secu-
rity of an entire state and aimed to bring the country to a virtual standstill in a 
time of political confl ict. Estonia was brought close to a complete digital col-
lapse that would have shut off many vital services and caused massive social 
disruptions ( Ashmore, 2009, p. 7 ;  Shackelford, 2009, p. 204 ;  Biedleman, 2011, 
p. 57 ). Another cyber-threat that could completely disrupt the ICT subsector 
was the so-called millennium bug or Y2   K. A pure technical detail of having 
two digits instead of four in computer processors brought the whole world in 
1999 to the edge of a digital darkness with serious cascading effects. The threat 
was labeled in apocalyptic terms such as  ‘ a digital time bomb ’ ,  ‘ a millennium 
meltdown ’ ,  ‘ a doomsday scenario ’ ,  ‘ a simple problem with catastrophic conse-
quences ’  ( Reeve and McGhee, 1996, pp. 1, 15, 178 ),  ‘ a global ticking time 
bomb ’  ( CSIS Conference, 1998 ) and as  ‘ the end of the world as we know it ’  
( Quiggin, 2005 ). Scenarios of cascading and domino effects predicted the effect 
on all computerized date-dependent systems, such as road transport regula-
tion, electric rail transport, civil and military aviation, radars, food supply, 
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electricity supply, the fi nancial and banking sector (for example, tax collection 
instruments, electronic funds transfer), industry production and supply serv-
ices, governmental departments, national and international fi xed and mobile 
telecommunications, weapons systems and missile control systems, satellites, 
including GPS, nuclear power stations and so on ( Reeve and McGhee, 1996 ; 
 CSIS Conference, 1998 ;  Hansen, 1999 ). Another case of complete subsectoral 
disruption that lasted several days took place in 2010 in the air transport of 
many European states due to volcanic eruption in Iceland.  

 Consequences 

 This variable refers to societal damage or effects in the case of a subsectoral 
malfunction. Because of diffi culties with measuring indirect effects (such as sym-
bolic, psychological, moral and other effects), the variable only measures direct 
consequences that can be assessed by  ‘ hard metrics ’  ( Quirk and Fernandez, 2005, 
p. 13 ). We used the four typically measured categories of direct consequences, 
namely, fatalities ( c 1), economic losses ( c 2), political or public effects ( c 3) and 
environmental effects ( c 4) ( Luiijf  et al , 2003, p. 9 ;  Dunn, 2004, p. 287 ;  Willis 
 et al , 2005, p. 599 ) on the adapted scale proposed by the European Commission 
for identifying European Critical Infrastructure (see Appendix A). The experts in 
each infrastructural subsector had to consensually answer the question:  ‘ What 
would be the direct consequences in the case of a subsectoral malfunction and no 
countermeasures? ’  The reasons why such a situation would happen are not 
important in such an assessment. After obtaining estimates in each subsector for 
all four damage categories ( c 1 –  c 4) on a scale from 0 to 4 (from none or very 
small to very high effects), the average consequence estimate ( c ) can be calcu-
lated using equation (1). Two multidimensional categories (political or public 
effects ( c 3) and environmental effects ( c 4)) contribute only their maximal dimen-
sional value to this calculation. The value of average damage also ranges from 0 
to 4 (minimal to maximal average consequences). All further calculations in this 
text use the  c  values for each subsector.    

c
c c c c c c c c c= + + +1 2 3 1 3 2 3 3 3 4 3 5 4 1 4 2

4

max( . , . , . , . , . ) max( . , . )

  
 For example, the calculated subsector ’ s average societal damage would 

amount to 2.5 in the case of the following attributed values: 2 for fatalities 
(6 – 15 dead or badly wounded), 4 for direct economic effects (between  S 50 –
 150 million), 4 for public effects (maximal effect from the following estimates: 
2 for effects on public services, 4 for effects on public trust, 3 for effects on 
public order and 1 for geopolitical effects) and 0 for environmental effects 
(maximal effect from 2 estimates: 0 for useless territorial area and 0 for share 



107© 2013 Macmillan Publishers Ltd. 1460-3799 Risk Management Vol. 15, 2, 100–131

 CTI-based risk assessment 

of homeless population). In such a case, the equation would therefore be 
(2    +    4    +    4    +    0) / 4    =    2.5.   

 Time 

 Infrastructural malfunctions and failures take place in some regions of space 
during some intervals of time. The importance of time was frequently neglected 
in risk studies.  Rinaldi  et al  (2001, p. 21)  acknowledged that infrastructural 
dynamics span a vast temporal range: from milliseconds to years and that 
modeling interdependencies strongly depends on time scales. In his recent con-
ceptualization of risk,  Haimes (2009, pp. 1647 – 1652)  stressed the importance 
of time in all system-based risk assessments. He found out that all risks to a 
system and all the consequences of adverse events are also functions of time, 
especially the time frame and the timing of an adverse event. Experience 
from various past breakdowns of critical infrastructures indicates that 
time matters not only in terms of the timing of adverse events (which hour, 
day, season), but also by the temporal accumulation, speed and duration of 
their effects. Theoretical simulations have also shown that a risk assessment 
on the same system in different time periods might result in different calcula-
tions of risk ( Bradley, 2007 ). The above-mentioned Input – Output Inoperability 
Model also uses time in terms of the time to recovery of an affected 
sector ( Barker and Santos, 2010, p. 963 ). Other studies, for example, use the 
reaction time to malfunctions, the time lags between the attack on critical 
infrastructure and the effects of the attack and so on ( Dunn and Mauer, 2006, 
pp. 18 – 21 ). 

 In line with our initial assumption in this article, we measured the time 
variable that indicates how fast the complete disruption of an infrastructural 
subsector would create a major societal crisis, defi ned as the cumulation of 
threats, urgency and uncertainty by  Rosenthal  et al  (1989, p. 10 ). The experts 
from each subsector had to jointly assess in what time the malfunction of their 
subsector would predictably create a societal crisis. The word  ‘ predictable ’  
refers to their expert and consensual perception of how long after the malfunc-
tion a crisis would actually appear. The malfunctioning of some subsectors 
would almost immediately create a serious stress on society and a related crisis, 
whereas the effects of other subsectors would appear more slowly. To estimate 
such time windows in each subsector, one should ideally use the classic numer-
ical scale, but it turned out that the experts were unable to assess the time 
effects with such precision. Instead, we looked into studies that used  ‘ simpler ’  
categories of time windows to assess the impacts of critical infrastructure fail-
ures (for example,  Luiijf  et al , 2003 ). For the purposes of our study, we devel-
oped and applied a time scale that is meaningful from the crisis management 
perspective: 0 – 12 hours (1  –  instant effect), 12 – 48 hours (2  –  fast effect), 
2 days – 1 week (3  –  moderate effect) and more than 1 week (4  –  delayed effect). 
This time scale has enabled us to distinguish between the subsectors that 
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require an instant crisis reaction from those with delayed effects and time to 
prepare a reaction.   

 Interdependencies 

 The consequences of adverse events and malfunctions in one infrastructural 
subsector more or less affect others (dependency as a unidirectional 
relationship) and vice versa (interdependency). According to  Perrow (1999, 
pp. 89 – 92) , failures can interact in anticipated and unanticipated ways (hidden 
interactions of failures). Both are a refl ection of tight or loose coupling or the 
degree of system interconnectedness. It was further found that a cascading 
transfer of consequences and failures from one subsector to another may lead 
to  ‘ escalatory network breakdowns ’  and  ‘ compound disasters ’  ( Boin  et al , 
2003, pp. 99 – 100 ;  Koubatis and Schonberger, 2005, p. 202 ). Such a correla-
tion among the states of each infrastructural subsectors is possible because, for 
example, infrastructure  i  depends on  j  through some links, and  j  likewise 
depends on  i  through other links ( Rinaldi  et al , 2001, pp. 12 – 14 ). 

 Interdependency relations are also to some extent hierarchical due to differ-
ences in dependence and infl uence.  Zimmerman’s (2004)  database of critical 
cross-sectoral incidents in the United States in the period from 1990 to 2004 
showed that ICT and electricity are more frequently and vitally affecting oth-
ers than being affected by others. This was confi rmed by  Lewis (2006, p. 57 ) 
who differentiated three levels of sectors according to their infl uence and 
dependency. The fi rst level of the most infl uential sectors (or  ‘ key sectors ’  by 
 Barker and Santos, 2010, p. 962 ) consists of ICT, energy and water, the 
second level embraces transportation, chemical industry and banking and 
fi nances and the third level of the most dependent or vulnerable sectors entails 
public health, food, defense industry and emergency and postal services. This 
means that the riskiness of infrastructures can also be interpreted in relation 
to their structural position within the whole system of interdependent 
infrastructures. 

 The experts from each subsector assessed dependencies for their subsector 
from all other subsectors in the case of their malfunction and without considera-
tion of any countermeasures. To assess these dependencies, we used the follow-
ing scale already applied by  Luiijf  et al  (2003) : 0  –  nonexistent (0 – 1 per cent), 
1  –  small (2  –  33 per cent), 2  –  medium (34 – 66 per cent), 3  –  high (67 – 98 per cent), 
4  –  complete (99 – 100 per cent). These categories of dependence were needed 
in order to simplify the assessment for the experts, and percentage fi gures 
were only used as an orientation for the experts to determine the categories 
of dependence. Nonexistent dependence in this case means that a malfunc-
tion of another subsector does not affect the functioning of the assessed sub-
sector, whereas complete dependence refers to the complete inoperability of 
the assessed subsector created by the complete inoperability of another sub-
sector. The medium dependence refers then to a situation where the assessed 
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subsector has serious problems with functioning, but still manages to provide 
some services to a limited extent.    

 Direct and network-based risk assessment method 

 The variables described above give us an estimate of the expected social conse-
quences ( c ), intersectoral effects ( i ) and time effects ( t ) in the case of a subsec-
toral malfunction (that is, complete failure irrespective of a reason). By 
following the main argument of this article on the riskiness of those infrastruc-
tures that have the capacity to cause the greatest negative societal consequences 
and intersectoral effects in the shortest time, we used the following equation to 
compute direct risk:    

R
c i

t
d = +

  
 where: 

  R   d    –      direct risk of a subsector 
  c   –      consequences 
  i   –      interdependency 
  t   –      time 

 Direct consequences and intersectoral effects are both kinds of consequences. 
That is why they were summed in the numerator. Time in the denominator 
refl ects the rapidity of effects of the summed consequences. Ordinal variable  t  
as a denominator was a result of a compromise between the researchability of 
time effects and mathematical fl exibility. Our pilot discussion of the variables 
and scales at a joint preparatory workshop and also with sectoral representa-
tives in the interagency CIP body from the country of our case study showed 
that the experts could not accurately assess the time windows (before the sub-
sectoral malfunction creates a crisis) on a classical numerical scale. However, 
they were able to rank subsectors in the broader time categories described 
above. Although the use of ordinal variable  t  represents a limitation of our 
approach, we believe that the  R   d   index provides a useful (although approxi-
mate)  ‘ risk score ’  ( Copas, 1999, p. 38 ) based on CTI variables. 

  R d   values extend on the interval from 0 to 8. The maximal value (8) is cal-
culated in the case where very high consequences ( c     =    4) and intersectoral effects 
( i     =    4) emerge and instantly ( t     =    1) create a major societal crisis. The minimal 
value (0) could be calculated in the case of no consequences and intersectoral 
effects ( c     =    0,  i     =    0) being created by a complete subsectoral disruption, which is 
almost impossible. All other  R   d   values represent more realistic and unique 
combinations of the interactions among the three variables. The calculated  R   d   
values were categorized into four risk levels by splitting the scale into four 
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equally wide intervals ( ‘ very low ’  (0 – 2),  ‘ low ’  (2 – 4),  ‘ high ’  (4 – 6) and  ‘ very 
high ’  (6 – 8)). 

 Our calculation of direct subsectoral risk up to this point has not considered 
all network effects of destructive dependencies. However, network analysis 
theory allows an improvement of the risk calculation for a single subsector by 
also including the  c  and  t  variables of all other subsectors that are directly or 
indirectly dependent on the subsector being assessed. In this way, the risk of a 
specifi c subsector becomes a function of its own  c  and  t  variables and the  c  and  t  
variables of other directly and indirectly dependent subsectors.  Rinaldi  et al  
(2001, pp. 11 – 20)  introduced the degree of dependency among infrastructures, 
or a  ‘ coupling order ’ , that indicates whether two infrastructures are directly 
connected to one another or indirectly coupled through one or more interven-
ing infrastructures (subsectors in our case). The indirect linkages and state 
changes are commonly referred to as  n th-order interdependencies, respectively, 
where  n  is the number of linkages. Of particular note is that feedback loops 
can also exist through  n th-order interdependencies. For example, infrastruc-
ture  i  is coupled with  j ,  j  is coupled with  k  and  k  is coupled through another 
route with  i , then a feedback loop exists through the chain  i    −    j    −    k    −      …      −    i . 
Disturbances rippling through and across the interconnected infrastructures 
create  n th-order effects. 

 Our direct risk calculation only included the fi rst-order effects and even here 
we did not take the  c  and  t  variables of dependent subsectors into account. 
Thus, in calculating the network-based risk for each subsector, we considered 
the  ‘ base risks ’  ( R   b      =     c / t ) of all directly or indirectly dependent subsectors and 
the strength of that direct or indirect dependence. These were taken into account 
by assuming that if subsector  i  is dependent on subsector  j  then at least some part 
of the risk of subsector  i  should also be attributed to  j . If  j  were to malfunction,  i  
would also be unable to function to the fullest extent due to its dependency. 
Further, those subsectors that depend on  i  could also not function to their fullest 
extent, thus part of their risk should also be added to the risk of  i  and consequently  j . 
In this way, we have taken fi rst- and second-order dependency into account, 
although there is no reason why we should stop here (or any other point). 

 To take all direct and indirect dependencies into account when estimating 
network-based risk, we used   �   centrality by  Bonacich and Lloyd (2001)  as a 
centrality measure for asymmetric (directed) networks. Numerous other meas-
ures of centrality (or power, status, infl uence, even coreness) can be found in 
the network analysis literature ( Bonacich, 1972; 1987 ;  Freeman, 1979 ;  Borgatti 
and Everett, 1999; 2006 ;  Bonacich and Lloyd, 2001 ;  Borgatti, 2005 ). However, 
most of these measures are inappropriate for measuring network-based risk. 
We chose   �   centrality as it is applicable to directed networks (such as our net-
work of dependencies) and takes into account the  ‘ base risks ’  (endogenous 
risks) of subsectors and the nature of risk as the  ‘ thing ’  that fl ows ( Borgatti, 
2005 ) through the network of dependencies. 
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 The risk is transferred from the subsector where it occurs to the subsectors 
on which that subsector depends. Obviously, risk can be simultaneously trans-
ferred to all subsectors on which a given subsector depends and the  ‘ original ’  
subsector still retains its risk. Risk is not only transferred through the shortest 
paths, but takes all possible paths. This also means that the length of the path 
is not limited. Moreover, as so-called feedback loops are possible, the risk can 
pass again through the same subsector or dependency (a link of dependency 
between two subsectors). This means that, in  Borgatti’s (2005)  terms, the risk 
fl ows through  ‘ walks ’ . 

   �   centrality can be seen as a generalization of eigenvector centrality that 
allows such  ‘ endogenous ’  effects (base risks) to be taken into account. Therefore, 
network-based risk can be represented using the following equation ( Bonacich 
and Lloyd (2001) ) using matrix algebra:    

R N R Rn
T

n b= +a ,  
 where: 

  R   n    –      network-based risks of subsectors 
   �    –      a parameter that determines the weight of the network effects 
  N   –      the normalized  2   dependency matrix (or network) 
  R   b    –      base risks of subsectors 

 The solution to that recursive equation can be computed by:    

R I N Rn
T

b= − −( ) ,a 1

  
 where  I  is the identity matrix. 
 This means that the network-based risk of a subsector can be obtained by:   

  1.  multiplying the network-based risks of other subsectors by the (normal-
ized) strength of their dependency on a given subsector (the strength is 0 if 
the subsector does not depend on a given subsector); 

  2.  summing these values; 
  3.  multiplying this sum by parameter   �  ; and 
  4.  adding the base risk.   

 The network-based risk of a given subsector is thereby determined by the 
network-based risks of subsectors that directly or indirectly depend on it and 
its own base risk. 

 Parameter   �   determines the relative importance of the risks of the 
dependent subsectors versus the base risk of the analyzed subsector. The greater 
parameter   �   is, the greater the effect of the network of interdependencies and 
the base risk of those subsectors that are directly or indirectly connected to it. 



112 © 2013 Macmillan Publishers Ltd. 1460-3799 Risk Management Vol. 15, 2, 100–131

 Prezelj and  Ž iberna 

With   �      =    0, only base risk is taken into account. With a small (but non-zero)   �  , 
the network-based risk is predominantly determined by the base risks of 
the analyzed subsector and the subsectors directly connected to it. As we 
increase   �  , more weight is given to the base risk of directly and indirectly 
dependent subsectors. As we further increase toward its maximum value,  3   the 
network-based risk is predominantly infl uenced by the network structure and 
less by the base risks. While the base risks of  ‘ closer ’  subsectors (in terms of the 
interdependency network) always have a greater effect than those  ‘ further 
away ’ , a lower   �   penalizes the  ‘ further ’  subsectors more than a higher   �  . 
The choice of   �   is left to the researcher and should be based on his knowledge 
of how much inoperability and therefore risk is transferred among subsectors. 
Where we believe there are important limitations (for example, alternatives) 
on the transfer of risk among subsectors, lower   �   values are appropriate. 
Where we believe there are few limitations then   �   should be set at its 
maximum value. Another possibility also taken into account in this article is 
to compute network-based risk at different   �   values and through that estimate 
the effect of different assumptions about the risk transfer on network-based 
risk. The value of network-based risk should be used in relative terms 
(compared with network-based risks of other subsectors) and not in absolute 
terms. 

 Our formula based on   �   centrality is quite similar to the Inoperability Input –
 Output Model suggested by  Santos and Haimes (2004, pp. 1441 – 1443)  and 
 Leontief’s (1951)  Input – Output Model from which the former is derived. 
However, there are important conceptual and computational differences. First, 
our approach focuses on supply-side inoperability, whereas their approach 
focuses on demand-side inoperability. Second, they use economic input – 
output tables to derive the  ‘ dependency matrix ’ , whereas we use estimates of 
dependencies reported by the experts. Computationally, due to the way the 
dependency matrices are obtained and what they represent, the parameter   �   
was needed in our approach to obtain non-negative risks.    

 Results  

 Data capture 

 On the basis of the variables elaborated above, a questionnaire was developed 
and tested on the case of Slovenia.  4   The data capture process was supported 
and assisted by the Governmental Interagency Coordination Group for Critical 
Infrastructure Protection and all relevant national ministries. A joint prepara-
tory workshop was organized for relevant national ministries, agencies and 
public or private organizations with direct or indirect role in managing and 
protecting critical infrastructures in the country. Around 200 participants 
debated the project ’ s empirical aims, its relationship with European trends and 
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activities, the draft questionnaire and the data collection process. The selection 
of participant organizations in all subsectors was made in consultation 
with relevant ministries against the criteria of infrastructural coverage: the 
bodies that control, regulate or manage major national infrastructures in the 
researched subsectors were invited. After this, the relevant national ministries 
organized 17 workshops (one for each subsector) for the experts from the 
invited institutions to fi ll out 17 questionnaires. The following subsectors were 
included: oil, gas, electricity, nuclear substances, ICT, drinking water, water 
quality, water quantity, food, health care, medicaments and laboratories, 
fi nancial instruments, road transport, rail transport, air transport, sea trans-
port and chemical industry. In total, 121 experts and managers from the 
key public and private institutions participated in these workshops (to under-
stand their institutional background and their number per workshop, see 
Appendix B). Participants were sent the questionnaire and a theoretical 
defi nition of each variable in advance. Each workshop was moderated by a 
researcher and aimed to reach a joint and consensual assessment on the 
variables. Each participant was initially invited to present own assessment of 
the variable ’ s value and then a discussion was launched to jointly determine 
this value. As the focus was on the joint and consensual assessment of the 
variables, the use of multiple raters and an inter-rater reliability score was 
inapplicable. This was because many of our experts were only able to assess 
the direct consequences, cross-sectoral and time effects for their part of infra-
structures and not for the whole subsector. In such cases, the subsectoral fi nal 
estimate was acquired by summing and combining the partial assessments. In 
order to ensure bias control, the scientifi c moderator persisted with the princi-
ple of a consensual determination of the variable values. The consent of each 
expert about the variable estimate to a certain extent prevented the institu-
tional bias potentially created by some more infl uential individuals. The groups 
generally needed 2 – 3 hours to debate the proposed scenario and assess the 
variables. 

 The above-described use of experts and managers for the consensual assess-
ment of risks (variables in our case) is not new. The utility of experts for elicit-
ing data in risk assessment has been proven in theory ( Bier  et al , 1999, p. 87 ; 
 Lyall and Tait, 2005 ) and practice in many countries ( Dunn, 2004; 2005 ). The 
current literature recommends such a multi-actor approach coupled with a 
mixed methods design that incorporates both the objective (quantitative) and 
subjective (value-related) characteristics of risk. Our approach followed the 
recommended multi-actor approach in modern risk governance, whereby vari-
ous stakeholders from different backgrounds jointly assess risks at roundtables 
in the face of scenarios containing uncertainty, complexity and ambiguity 
( Ben-Ari and Or-Chen, 2009, pp. 866 – 873 ;  Hansson, 2010, p. 236 ;  van Asselt 
and Renn, 2011, pp. 440 – 443 ). This article then used the estimates so acquired 
for a more positivistic direct and network risk assessment.   
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 Variable assessment  

 Consequences of a subsectoral malfunction 

 The average consequence estimate ( c ) shows the prevalence of more basic 
or existence-related subsectors over others. This means that the strongest 
direct consequences would emerge from the malfunction of food, medicaments 
and laboratories, health care and water quantity, whereas the weakest would 
arise from the malfunction of air, sea and rail transport and nuclear substances 
(see  Table 1 ). This means that a major disruption in the fi rst group of subsec-
tors would have been far more critical than in the second group. 

 The average consequence estimates are mostly determined by the categories 
economy and public trust, as indicated by the highest vertical sums. On the 
contrary, the category environment seems to be almost irrelevant. This could 
mean that the major failure of a particular subsector of critical infrastructure 
(considering only its failure and not related causes) would create a greater 
benefi t for the environment than harm.   

 The time before a complete disruption creates a crisis 

 The results shown in  Table 2  confi rm our expectation that the malfunction of 
some subsectors would instantly impact society, while in some cases this effect 
would be delayed (see also Prezelj  et al , 2012). The subsectors with an instant 
crisis effect on society are:   

 electricity, because most societal activities are based on its use; 
 gas, because there are no reserves of gas in the country (except for the gas in 
the pipelines); 
 health care, as many people need medical treatment everyday; 
 medicaments and laboratories, because the normal daily functioning of an 
enormous number of people depends on medicaments; 
 road transport, due to the complete permeation of society by roads; 
 water quantity monitoring, because failures of major dams would immedi-
ately directly expose a great number of people to threat; and 
 nuclear substances, as radiation affects people instantly.   

 Failures in food distribution would not affect society instantly due to the pres-
ence of some reserves in stores and homes. Further, disturbances to the fi nan-
cial sector would seriously affect society after several days due to the relatively 
fl exible payment deadlines and some cash reserves. It should be noted here that 
Slovenia is a small Central European market economy with an economic devel-
opment level (in terms of GDP per capita in 2011) comparable to that of Spain, 
Italy, Israel and Greece. The most delayed crisis impact of more than 1 week 
would follow the malfunction of sea and air transport, chemical industry and 
quality of water.   

•
•

•
•

•
•

•
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 Interdependency (cross-sectoral dependencies) 

 The interdependency matrix in  Table 3  shows the assessed dependencies among 
subsectors. The cell value shows the degree of dependence of the row subsec-
tors from the column subsectors. The results confi rm our expectation concern-
ing the varying levels of dependencies. It is also obvious that there are no 
absolutely independent subsectors on the one hand and absolutely infl uential 
subsectors on the other. 

 We also computed average dependencies and average cross-sectoral infl u-
ences by subsectors as row / column averages. The values are reported in the 
fi nal row / column in  Table 3  and also in the parentheses after the subsectors ’  
names in the remainder of the subsection. They can be assumed to be meas-
ured on an interval (linear) scale, meaning that absolute differences can be 
compared: for example, the difference between average dependencies of food 
and water quality (0.1) is the same as between water quality and drinking 
water. 

 Horizontal calculations of the average dependencies (row averages) show the 
distribution of subsectoral dependence or their varying levels of susceptibility to 
the effects of a malfunction of others. Those subsectors with a higher average 
dependence are more susceptible to the cascading effects of malfunctions and, 

  Table 2 :      The time window before a complete disruption creates a crisis (see Prezelj  et al , 2012) 

    Subsector    0 – 12 hours    12 – 48 hours    2 days – 1 week    More than 1 week  

      1  –  Instant    2  –  Fast    3  –  Moderate    4  –  Delayed  

   Electricity  X   —    —    —  

   Gas  X   —    —    —  

   Health care  X   —    —    —  

   Medicaments and 
laboratories 

 X   —    —    —  

   Road transport  X   —    —    —  

   Water quantity  X   —    —    —  

   Nuclear substances  X   —    —    —  

   Food   —   X   —    —  

   Drinking water   —   X   —    —  

   Financial 
instruments 

  —    —   X   —  

   Oil   —    —   X   —  

   ICT   —    —   X   —  

   Rail transport   —    —   X   —  

   Sea transport   —    —    —   X 

   Air transport   —    —    —   X 

   Chemical industry   —    —    —   X 

   Water quality   —    —    —   X 
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consequently, more vulnerable in the network of critical infrastructure. In this 
respect, we identifi ed two distinct groups of subsectors:   

 Obviously dependent subsectors (very high and high average dependency): 
medicaments and laboratories (3.4), health care (2.7), chemical industry 
(2.3), food (2.2), water quantity (2.1) and drinking water (2.0); and 
 Relatively independent subsectors: all the remaining ones (with values from 
0.4 to 1.8).   

 More relevant for the risk calculation in this article are the vertical calculations 
of average cross-sectoral infl uences by subsectors. The categorization again 
reveals two groups:   

 A group of cross-sectorally infl uential subsectors (very high and high 
average infl uence): electricity (3.2), ICT (2.8), road transport (2.6), oil and 
fi nancial instruments (2.4); and 
 A group of less infl uential subsectors: all the remaining ones (with values 
from 0.5 to 1.5).   

 A further comparison of cross-sectoral infl uences and dependencies shows 
there is no subsector that is both among the most infl uential ones and 
among the most dependent ones. For a better understanding of the network 
cross-sectoral dependencies, we include  Figure 2 , showing the interdependen-
cies among all subsectors as drawn by the computer software Pajek (ver. 2.03, 
see  Batagelj and Mrvar, 2011 ). The strength of the dependence is refl ected by 
the different shades of grey.    

•

•

•

•

  Figure 2  :             Interdependencies among the critical subsectors ( Prezelj  et al , 2012 ).  
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 Direct risk 

 Direct risk for each subsector was calculated using equation (2) based on the 
 c, t  and  i  values shown in  Table 4  and Appendix C. As mentioned above where 
direct risk was introduced, the values of direct risk were categorized into four 
categories. The distribution of risk and normalized risk values shows that the 
majority of subsectors (10 out of 17, or 58.8 per cent) belong to the category 
of very low risk. Air and sea transport are the least risky subsectors in our case. 
Surprisingly, drinking water, ICT, oil and fi nancial subsectors are also included 
here. None of the subsectors belongs to the category of very high risk, whereas 
four subsectors (23.5 per cent) belong to the category of high risk and three 
(17.6 per cent) to the category of low risk. 

 Electricity, road transport, medicaments and laboratories and water quan-
tity subsectors possess the capacity for creating the biggest and fastest effects 
in Slovenian society in the event of their malfunction. Their malfunction would 
instantly ( t     =    1 in all cases) create signifi cant societal effects with negative cross-
sectoral infl uences. 

 The values of the risk index for six subsectors (electricity, road transport, 
water quality, chemical industry, sea and air transport  –  35.2 per cent of sub-
sectors) had been expected due to the extremely high or low values of their CTI 
categories. All other subsectors represent a unique and not easily predictable 

  Table 4 :      Direct risk 

    Subsectors    Average 
consequence 
estimate  –  c  

  Time 
window  –  t  

  Average 
cross – sectoral 
infl uence  –  i  

  Direct risk 
(normalized)  –  R  

  Risk 
level  

   Electricity  2.50  1  3.19  5.69 (0.71)  High 
   Road transport  2.25  1  2.56  4.81 (0.6)  High 
   Medicaments and 

laboratories 
 3.25  1  1.19  4.44 (0.55)  High 

   Water quantity  3.00  1  1.13  4.13 (0.52)  High 
   Health care  3.00  1  0.63  3.63 (0.45)  Low 
   Food  3.75  2  0.81  2.28 (0.29)  Low 
   Gas  1.75  1  0.50  2.25 (0.28)  Low 
   Drinking water  2.50  2  1.38  1.94 (0.24)  Very low 
   Nuclear substances  1.50  1  0.19  1.69 (0.21)  Very low 
   ICT  2.00  3  2.75  1.58 (0.20)  Very low 
   Oil  1.75  3  2.44  1.40 (0.17)  Very low 
   Financial 

instruments 
 1.75  3  2.44  1.40 (0.17)  Very low 

   Rail transport  1.50  3  1.50  1.00 (0.13)  Very low 
   Water quality  1.75  4  1.50  0.81 (0.10)  Very low 
   Chemical industry  2.00  4  1.13  0.78 (0.10)  Very low 
   Sea transport  1.25  4  1.00  0.56 (0.07)  Very low 
   Air transport  1.00  4  0.69  0.42 (0.05)  Very low 
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combination of two high and one low or one high and two low values. As with 
all compound indicators, the weight of high values in some categories can eas-
ily be diminished by categories with low values (for example, high conse-
quences in the case of food and instant time effects in the case of nuclear 
substances were diminished by their low average cross-sectoral infl uence). It 
also seems that time strongly affects direct risk as no subsector with time higher 
than 1 is classifi ed as having high risk and all subsectors with time 3 or 4 are 
classifi ed as having low or very low risk. There might be cases where, apart 
from high short-term consequences, some very long-term consequences also 
exist (for example, the long-term consequences of radiation as in the case of 
Chernobyl). Such situations were not part of our study.   

 Network-based risk 

 We defi ned the network-based risk of each subsector as a function of the base 
risks and the subsector interdependencies. These risks rose as we increased the 
transfer of risk through dependencies (  �  ) as seen in  Figure 3  (also see the table 
in Appendix D). However, the increase is not the same for all subsectors. The 
increase is largest for those subsectors on which the most subsectors (strongly) 
depend. Therefore, when the risk does not transfer through the network (  �      =    0, 
base risks), the most (relatively) risky subsectors are those with the largest 
consequences in a short time, namely, the health sector (health care and medi-
caments and laboratories) and water quantity, followed by electricity and road 
transport. As we increase the transfer of risk through the network, the  ‘ net-
work effect ’  increases and at the maximal transfer rate (at maximal   �  ) the most 
risky subsectors are those on which the most subsectors (strongly) depend, 
regardless of their base risks. These are electricity, ICT, road transport and 
fi nancial instruments (in order of decreasing risk). Using non-extreme transfer 
rates (values of   �  ) of risk results in  ‘ in-between ’  values. 
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   Figure 3  :             Network-based risks.  
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 To compute the network-based risk, we used a normalized dependency 
matrix, which is obtained by dividing all values in the original dependency 
matrix by 4, thus constraining all dependencies between 0 (no dependency) 
and 1 (total dependency). In this case, the largest permissible value  5   of   �   equals 
the largest eigenvalue of the network, which is 0.187 in our case. Although this 
value might seem small, at this value of   �   the base risk of a subsector hardly 
infl uences its network-based risk. In  Figure 3  and Appendix D, we can see the 
network-based risks computed at   �   equal to 0.187 (table only), 0.15, 0.10, 
0.05 and 0. In the case of   �      =    0, a network is not taken into account so this 
reduces to base risk. 

 We can see that the   �   parameter has a very large effect on the network-based 
risk and that the network-based risk rises as we increase   �   (a consequence of 
the method). The greater the parameter   �   is, the greater the effect of the net-
work of interdependencies and of the base risk of those subsectors that are 
directly or indirectly connected to it. 

 In fact, when   �   is at its maximum, the values of network-based risk correlate 
highly (Pearson ’ s correlation coeffi cient  r     =    0.98) with an average cross-sectoral 
infl uence. We have already mentioned that when   �      =    0, network-based risk 
(although it does not justify this name in such a case) equals the base risk. 
When   �   is low (0.05), network-based risk correlates highly with direct risk 
( r     =    0.97). The choice of   �   therefore depends on how much weight is given to 
base risk versus the base risk of directly dependent subsectors versus the base 
risk of indirectly dependent subsectors. 

 As mentioned, at intermediate values of   �  , the network-based risk highly 
correlates with direct risk. The correlation is highest (0.97) at   �      =    0.05, although 
we can notice that the order of the most risky subsectors is not the same. 
Interestingly, the top four most risky subsectors (and their order) are the same 
based on direct risk and based on network-based risk with   �      =    0.10. However, 
in spite of these similarities, we must be aware of the fact that network-based 
risk and direct risk differ signifi cantly in the way they take interdependencies 
into account. With direct risk, an index of the infl uence of the subsector is used 
to take interdependencies into account, whereas with network-based risk the 
interdependencies are used to estimate how much risk is transferred from the 
directly and indirectly dependent subsectors to the subsector being analyzed. 

 In  Figure 4  (and Appendix D), we can observe how the ranks of subsectors 
(based on their network-based risk) change as we increase   �   (the network 
effect). What we can observe is that, by increasing   �  , mostly the ranks of the 
subsectors on which a lot of subsectors (strongly) depend increase (for exam-
ple, ICT, electricity, oil), whereas the ranks of those which have a high-base 
risk and on which only a few subsectors depend strongly decrease (for example, 
laboratories and medicaments, health care, food). Not all increases can be 
explained by the  ‘ local ’  dependence structure, that is, by looking only at sub-
sectors that directly depend on the analyzed subsectors. One of the more 
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noticeable examples is sea transport. Not a lot of subsectors depend on it, 
although the oil subsector (one of the more infl uential subsectors) fully depends 
on it. Consequently, a lot of subsectors indirectly depend on sea transport. As 
most of these dependencies are therefore indirect, sea transport ’ s rank does not 
increase at low   �   values, but it does at higher   �   values.    

 Conclusion 

 In this article, we conceptualized and tested a CTI-based risk assessment 
approach. The results for the case of Slovenia confi rmed our argument con-
cerning the cross-sectoral differentiation of risk based on consequence, inter-
dependency and time estimates. The subsectoral malfunctions create varying 
direct social consequences and network effects in varying time. The biggest direct 
risk was calculated for the electricity, road transport, medicaments and labora-
tories and water quantity subsectors because their malfunction would cause the 
greatest direct consequences and intersectoral effects in the shortest time. The 
further network assessment of cross-sectoral direct and indirect risk transfers 
indicated the increase of risk and an upward and downward change of ranks for 
all subsectors as a consequence of increasing the levels of network effects. At the 
maximal level of network effects, the most risky subsectors were electricity, ICT, 
road transport and fi nancial instruments. These are the subsectors on which 
other subsectors strongly depend (directly or indirectly). In fact, at this level of 
network transfer, the network-based risk is practically determined solely by 
the network structure. This is sometimes undesirable and therefore the appro-
priate level of network effects should be lower. At small levels of network 
transfer, the network-based risks are almost the same as those based on direct 
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  Figure 4  :             Ranks of subsectors by network-based risk.  
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risk and highly correlated with base risk, which indicates that the effect of the 
network is underestimated here. The appropriate   �   should therefore lie some-
where in between. Therefore, we can conclude that network-based risk is a 
more appropriate measure of risk than direct risk as it takes into account both 
endogenous subsectoral risk and the risks of all subsectors directly or indi-
rectly dependent on it. However, it is also much more complex. This is evident 
from the way the risks and also the rankings of subsectors change as we change 
the level of the transfer of risk (  �  ) through the network, especially when some 
changes cannot be explained by the risk of the subsector and the local network 
structure. From the perspective of a single subsector (or a local network per-
spective), this also means that the disruption of any subsector could be unpre-
dictably transferred to all other subsectors and this could seriously affect their 
risks. Such unpredictable network transfers of risk should be given more atten-
tion in academia and practice in the future. Attention and resources should be 
prioritized to target those infrastructures with the biggest network-based risk 
and not only directly risky infrastructure. Improving their robustness would 
highly and effectively improve the robustness of the whole system of systems. 
Joint cross-sectoral exercises should be conducted to increase our infrastruc-
tural preparedness and defense in depth. The CTI assessment as a multi-actor 
joint activity should be repeated over time to refl ect changes in the infrastruc-
tural base and related interdependencies. 

 These results simultaneously point to the high relevance, complexity and 
unpredictability of a network-based risk assessment. It is certain that the fl ow 
of risk through the network of critical infrastructures must be measured, 
assessed and predicted, yet what is not clear is with what level of network 
transfer (  �  ). A high transfer level decreases the importance of direct conse-
quences and time, which turned out to be very important in our calculations of 
direct risks. 

 Our results should also be judged with some limitations in mind. Expert-
based assessments are only assessments  –  even experts can make subjective 
estimations. We tried to minimize this by leading our subsectoral workshops 
in the direction of a consensual and joint determination of the variable values. 
Superior results would be obtained if the Delphi method had been used where 
the experts would have reconvened and jointly reassessed all the variables 
based on the results of the fi rst round from their and from other subsectors. 
This was impossible in our case due to the time and fi nancial constraints 
brought about by the consensual and logistical diffi culties of organizing so 
many multi-actor workshops. The second limitation refers to the variable of 
time, which should optimally be a numerical variable, especially due to its 
position in the denominator of the risk formula. The experts were, however, 
unable to assess it on a classic numerical scale. Further, several options for the 
inclusion of time in the network-based risk calculation were considered. 
Eventually, we decided to include time by dividing the consequences of each 
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subsector by the time needed till these consequences create a serious crisis. This 
option most appropriately refl ects the network aspects of risk as it includes the 
time variable (in combination with consequences) of all other subsectors that 
are directly or indirectly dependent on the subsector being assessed. The next 
limitation of our approach refers to the scenario for assessing the CTI variables 
(complete malfunction  –  no countermeasures). While useful for obtaining pure 
risk values and their cross-sectoral comparison, the interpretation of its results 
is made more diffi cult than in the case of a scenario with a simpler threat (for 
example, one kind of terrorist attack in all subsectors). Finally,   �   centrality is 
an approximate measure that does not take account of all details of the trans-
fer of malfunctions and their effects on risk transfer in the case of a total mal-
function of a subsector, whereas it is a good measure of risk in the case of a 
partial malfunction. Better estimates of the  ‘ true network-based risk ’  could be 
obtained through a simulation of the diffusion of malfunctions through the 
network of dependencies and subsequent network-based risk calculation. 
However, to obtain superior results through simulations, much more detailed 
data on the transfer of malfunctions would be needed, with an emphasis on the 
interaction of dependencies from different subsectors. In fact, we would need 
a function for each subsector that would give us the operational status of a 
subsector given the statuses of all other subsectors in the system (upon which 
this subsector depends). As such data are currently unavailable, we opted for 
the simpler, but more usable approach here. 

 In the future, we plan to repeat the CTI assessment and improve it by apply-
ing the Delphi method to obtain even better data. If suffi ciently detailed data 
on the interactions of the dependencies can be gathered, we will use the simula-
tions described above to obtain a more exact and realistic network-based risk 
estimate. We are also examining the potential to use our network approach to 
study and visualize cascading and network effects on real cases of complex 
crises (with real data and not only assessments).      
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  Notes 

  1      In the case of Italy, the whole country was affected except for the islands. In the other case, Ohio, 
Michigan, Pennsylvania, New York, Vermont, Massachusetts, Connecticut, New Jersey and even 
Ontario were affected by the massive blackout.   
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  2      A normalized dependency matrix is obtained by dividing all values by 4 to obtain a scale from 0 to 1.   
  3        �   can at most be 1 /   �  , where   �   is the highest eigenvalue of the  N  matrix. Higher values could lead 

to negative risks.   
  4      The process of designing the questionnaire was based on preliminary theoretical studies of critical 

infrastructure, case studies of other countries, and EU policy in this fi eld. The fi rst version of the 
questionnaire was tested by our academic colleagues for its clarity and methodological consistency 
and also commented on by the (subsectoral) experts from practice. These comments confi rmed the 
empirical usability of the questionnaire and led us to adapt some questions. The three questions on 
consequences, time effects and interdependency were closed and quantitative, whereas the remaining 
questions (not part of this article) were predominantly qualitative and open (see  Prezelj  et al , 2012 ).   

  5      Larger values would result in negative risk values.    
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          Appendix D  
                 
  Table D1 :      Network-based risks at different   �  ’s (with ranks in brackets) 

    �  
    Subsector  

 0.187  0.15  0.10  0.05  0 (Base) 

   Electricity  19499 (1)  19.0 (1)  6.80 (1)  3.75 (2)  2.50 (4) 
   Road transport  15299 (4)  15.5 (2)  5.81 (2)  3.32 (4)  2.25 (5) 
   Medicaments 

and 
laboratories 

 5744 (12)  8.7 (8)  4.86 (3)  3.77 (1)  3.25 (1) 

   Water quantity  7750 (9)  9.7 (7)  4.78 (4)  3.53 (3)  3.00 (2.5) 
   Health care  3791 (14)  6.4 (13)  3.98 (8)  3.32 (5)  3.00 (2.5) 
   Food  4705 (13)  6.3 (14)  3.18 (10)  2.31 (6)  1.88 (6) 
   Gas  2999 (16)  4.5 (15)  2.53 (13)  1.99 (7)  1.75 (7) 
   Drinking water  6551 (11)  7.6 (10)  3.20 (9)  1.90 (8)  1.25 (9) 
   Nuclear 

substances 
 1359 (17)  2.8 (17)  1.89 (15)  1.64 (11)  1.50 (8) 

   ICT  17235 (2)  15.4 (3)  4.62 (5)  1.87 (9)  0.67 (10) 
   Oil  15386 (3)  13.7 (4)  4.09 (7)  1.63 (12)  0.58 (11.5) 
   Financial 

instruments 
 14780 (5)  13.5 (5)  4.11 (6)  1.66 (10)  0.58 (11.5) 

   Rail transport  11470 (6)  10.1 (6)  3.00 (11)  1.24 (14)  0.50 (13.5) 
   Water quality  8158 (7)  8.3 (9)  2.88 (12)  1.28 (13)  0.44 (15) 
   Chemical 

industry 
 6844 (10)  6.9 (11)  2.41 (14)  1.13 (15)  0.50 (13.5) 

   Sea transport  7839 (8)  6.6 (12)  1.86 (16)  0.74 (16)  0.31 (16) 
   Air transport  3773 (15)  4.1 (16)  1.49 (17)  0.69 (17)  0.25 (17) 
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  Figure C1  :             Direct risk in relation to estimated consequences, time and cross-sectoral infl uences.  
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