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Project Goals
Hard problem addressed: 

 predictive security metrics;

 scalability and composability.

Title: Static-Dynamic Analysis of Security Metrics for CPS

Goals: 

(a) Identify security metrics & adversary models;

(b) develop theory, algorithms & tools for analyzing the metrics in the 
context of adversary models.
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Impact and Approach

Automated metric-based methods for 
 Security analysis of cyber-physical systems;

 Synthesis of safe cyber-physical systems.

3

Technical approach
 formal methods;

 control theory;

 programming languages (tools: z3, cvc4).

How is this project advancing SoS?

Important:: Emphasis on automation, scalability, and benchmarks.



Technical Accomplishments to Date
 Huang, Wang, Mitra and Dullerud, "Controller Synthesis for 

Linear Time-varying Systems with Adversaries", working 
paper, 2015.

 Huang, Fan, Mereacre, Mitra, Kwiatkowska, “Simulation-based 
Verification of Implantable Medical Devices with Guaranteed 
Coverage”, submitted for review, 2014.

 Heemels, Dullerud, Teel, "L2-gain Analysis for a Class of 
Nonlinear Hybrid Systems with Applications to Reset and 
Event-triggered Control," submitted to IEEE Transactions on 
Automatic Control, 2014.

 R. Essick, J.-W. Lee, and G.E. Dullerud, “Control of Linear 
Switched Systems with Receding Horizon Modal Information”. 
IEEE Transactions on Automatic Control, 2014.

 Path-By-Path Output Regulation of Switched Systems With a 
Receding Horizon of Modal Knowledge. R. Essick, J.-W. Lee, 
and G.E. Dullerud, In the proceedings of the American Control, 
Conference (ACC), 2014.

 Invariant Verification of Nonlinear Hybrid Automata Networks 
of Cardiac Cells, Z. Huang, C. Fan, A. Mereacre, S. Mitra, and 
M. Kwiatkowska. To appear in Computer Aided Verification 
(CAV), LNCS, 2014.

 Proofs from Simulations and Modular Annotations, Zhenqi 
Huang and Sayan Mitra, in 17th International Conference on 
Hybrid Systems: Computation and Control (HSCC 2014), to be 
held as part of held as part of the seventh Cyber Physical 
Systems (CPSWeek 2014), Berlin, Germany.

 Entropy- minimizing Mechanism for Differential Privacy of 
Discrete-time Linear Feedback Systems by Yu Wang, Zhenqi 
Huang, Sayan Mitra, and Geir Dullerud, to appear in IEEE 
Conference on Decision and Control (CDC), 2014.

 Proving Abstractions of Dynamical Systems through 
Numerical Simulations. Mitra, Sayan, In Hot Topics in Science 
of Security (HOTSoS)

 Stabilization of Markovian Jump Linear Systems with Limited 
Information, Q. Xu, Zhang, C., and G. E. Dullerud,  ASME 
Journal of SMC, 2014.

 Mishra, A., C. Langbort, and G.E. Dullerud, "Decentralized 
Control of Linear Switched Nested Systems with L-2 induced 
Norm Performance," to appear in IEEE Transactions on 
Control of Network Systems, 2015.

 On Price of Privacy in Distributed Control Systems, Zhenqi 
Huang, Yu Wang, Sayan Mitra, and Geir Dullerud, in 3rd ACM 
International Conference on High Confidence Networked 
Systems (HiCoNS), April 15-17, 2014 in Berlin, Germany as 
part of Cyber Physical Systems Week 2014 (CPSWeek 2014).

 Differentially Private Iterative Synchronous Consensus, Zhenqi 
Huang, Sayan Mitra, and Geir Dullerud. In the proceedings of 
the Workshop on Privacy in the Electronic Society (WPES), 
collocated with of 19th ACM Conference on Computer and 
Communications Security (CCS), Raleigh, NC 2012. ACM 
press.
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Secure Control Systems:  Big Picture
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Plant: Physical
dynamics

Controller:
Digital hardware 

software

Sensor
hardwareActuation
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Measurement Attack:
sensors or data links 
are compromised.

State and Dynamics Attack:
direct state modification, 
alteration of dynamics

Actuation Attack:
actuators degraded, 
command latency. 

Controller Attack:
malicious algorithm 
loaded, or hardware 
interrupted.

“CPS Security is Security on Steroids”

Diverse attack mechanisms with 
complex performance metrics:  both 
discrete and continuous.
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General application domain

Networks of interconnected physical and digital systems.

Features:

Information topology

Communication 
constraints

Sensor resolution

Complex hybrid 
Dynamics

Shared resources



Distributed Robotics: Kiva Systems
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 networked dedicated robots

 light-weight general purpose robots



Drone and UAV Teams

 military applications

 civilian: construction, inspection
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Power and Smart Grid

 add sensors, networking, algorithms

 infrastructure, renewables, PHEVs

9



Building Energy Systems

 interacting subsystems

 sensor network

 storage capability, variable load
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Zone 1 Building

Floor 1 Floor 2 Floor N

Room 1 Room 2 Room N

chillers

Cooling
towers

weatherpricing

heating/cooling network

Thermal
Storage



Internet

 Building high capacity networks

 Big data  and learning

 Internet of Things 11



Financial Markets

 large number of players

 very high speed dynamics

 complex interactions 12
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Example: Cooperative Robotics
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HoTDeC system

Webserver/Firewall

Data
Cloud

Unverified Traffic

Verified Traffic

Overhead 
vision System

AR DroneHoTDeC

Web Scripting Interface

Process{
Goto(x=10,y=50,speed=30);
Goto(x=3, y=25,speed=10);
Stop;

}

Process{
if( LidarDetect(deg[-30,30])

avoidRight;
}

Goto(“x=<int>,
…
SetMotorSpeed
…
Stop
Turn(rad=<float
…
Sensors
LidarDetect( r…
EncoderPositi
…

Programming Window
Command

oExecute Program
o Simulate 
Program
o View Sensors

oBlock Program
o Demos

• Agents of varying capability
• Human players in network
• Internet based
• Communication: wireline and wireless
• Multiresolution information
• Re-purposeable:  many-testbed-in-one



Service Discovery
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1. DNS-SD server broadcasts 
availability of service on 
network

2. Client PC’s DNS-SD server 
receives the broadcast

3. Client Program connects to 
server program based on data 
from the DNS-SD server

4. Server program registers 
availability with DNS Service 
Discovery server
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General application domain

Features:

Information topology

Communication 
constraints

Sensor resolution

Complex hybrid 
Dynamics

Shared resources



Distributed Hybrid Models
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 information topology
 discrete and continuous states
 network dynamics

automaton #2automaton #1

automaton #3

latencies

Model features:



Nodal Dynamics
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Networked Hybrid 
Automata*

Nondeterministic 
transition 
systems

Discrete 
transition 
systems 

(countable 
states) FSM, 

PDA, TMs

Communicatin
g processes 
IO automata, 

process 
algebras



CPS Metrics

 Quantized metrics:
 min-cut type on discrete-transition system (e.g., compromised sensors);

 set inclusion or exclusion (e.g., unsafe set)

 Continuum-valued metrics:
 Cost functions based on:

 state and decisions;

 noise and disturbances.

 Degree of detectability and privacy

 Composite metrics.
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Technical Issues Addressed

 Reachability 

 Switching

 Adversarial noise and disturbances

 Model information and disinformation

 Distributed agents

 Safeness of state
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Reachability Analysis
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S



Games with Partial Modal Information
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• Types      are i.i.d., take finite values
• All players have knowledge of its distribution

Stochastic
Player types : Player index

Goal: To find decentralized optimal strategies                
that min/max a common cost   

One time step delayed information sharing: 



Controlling Agents in Shared Environment
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Cost of Privacy in Control:  Differential Privacy
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Section I:
Adversary-resilient Controller Synthesis 



A reach-avoid problem with adversary





Case Study

 A linear helicopter model with adversary adding 
noise to the control



Constraint-based Synthesis





Approach: dynamic decoupling





Preliminary results



More and Ongoing

 Synthesis of attacks

 Synthesis of State-dependent Control

 Synthesis for Nonlinear system

 Counter-example Guided Refinement
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Section II:
On Differential Privacy of Distributed 
Control System



General Question

 For distributed control systems, how expensive is 
it to preserve privacy?

 Navigation
 Routing delays vs location privacy

 Smart Grid
 Peak demand vs schedule privacy

Presenter
Presentation Notes
In this paper we look for answer to this general question: how expensive is it to preserve privacy in distributed control system.For example, in a navigation system, knowing the individual agents’ path he plans to follow can help delay optimal routing, however releasing such information violates the privacy of individual user.Same problem exists in smart grid where collecting the power consumption of each individual agent is helpful to reduce peak demand and increase power utility. while at the same time such information might be used to estimate the user’s schedule.



Differential Privacy (DP)
 Introduced in [1]: a private mechanism should not provide 

substantially different outputs if one users data changes

 In [2]: minimization of estimation error for open-loop dynamical 
systems with differential privacy

 [3] discuss cost of privacy for consensus algorithms

[1] C. Dwork et al. TCC2006
[2] JL. Ny and GJ Pappas. TAC2014
[3] Z. Huang et al. WPES2012

Presenter
Presentation Notes
In this work, we use the notion of Differential privacy as the metric of privacy.This notion was first introduced in the context of statistical data bases.  I will introduce a modified version of it in a minute.Roughly speaking, it requires that the change of an individual agent's data can only result in unsubstantial changes in the statistics of any outputMore recently, this notion has been extended to the context of dynamical systems. For example, in reference [2], the authors develop a notion of differential privacy which ensures that an adversary cannot tell the exact input to a dynamical system by looking at its output stream.And a Kalman filter is designed to estimate the states of differentially private systems with minimized error.In their work, the agents are independent, while in ours we assume that the agents’ dynamics are coupled.In our previous work, we discuss cost of privacy for iterative consensus algorithms that are widely used in applications like sensor network, load balancing and swarm robots. We observe a tradeoff between privacy and utility measured by the accuracy of consensus illustrated in plot.Here the x-axis is the privacy and the y-axis  is the accuracyIn this paper, we extend these ideas to distributed control systems.





Differential Privacy (DP)

Presenter
Presentation Notes
This is the definition of Differential privacy in the context of databases.M is a mechanism, it produces output on a database in response to queries using a randomized algorithm.Let D and D’ be two databases that differ only in data corresponding to a single user.The mechanism M is \epsilon-differentially private if the probabilities M produces the same output on D and D’ are at most different with a constant factor e^epsilon.Roughly, M should not give significantly different outputs given only one agent changes its data.Smaller the factor epsilon, the mechanism is more private. For the extreme case where epsilon converges 0,Then M produces same outputs on D and D’, which makes the difference in one user’s data indistinguishable.While at the same time, the result does not give any valuable information about any individual.





A Simple Example of DP Algorithm 

Presenter
Presentation Notes
Here is a standard example of a well-known DP algo. Multiple agents participate in a weight-watcher program and they want to compute the average weight of the team without revealing their individual weightsEach agent broadcasts it’s a value which is obtained by adding a noise to its own weight. All agents collect the noisy weight values broadcast, and take the average. As long as the distribution from which the noise values is drawn has mean 0, the average will be close to the actual average with high probability. At the same time, for carefully chosen noise distribution, say a Laplace distribution, it will be impossible for an adversary to guess an individual’s weight with any high level of confidence.-It is the well-known Laplace mechanism. As a reminder, a Laplace noise has a pdf shown in the slides. For a larger parameter epsilon(b-a), the noise is more spread out. With a parameter converges to 0, the pdf converges to a delta function.



…

Sharing Environment 

Controller

Server

Distributed Control System

Plant

Presenter
Presentation Notes
We will extend this notion of DP to the context of distributed control systems. Consider the following formulation of a distributed control system.The system composes with multiple agents, a server and a sharing environment. Each agent has a feedback controller.-Each agent has a local state 𝑥_𝑖 and a preference  𝑝_𝑖. e.g. here we consider p_i as a sequence of points that gives agent i’s desired trajectoryAgents share a common environment 𝑧. Agents report a value (𝑥_𝑖 ) ̃ of their local state to the server to compute an estimated environment 𝑧 ̃.Using this estimated environment,  the local controller of an agent drives its own state 𝑥_𝑖 to track preference 𝑝_𝑖  to minimize some cost Observables: (𝑥_𝑖 ) ̃,𝑧 ̃. Valuable information: 𝑝_𝑖In this setup, a DCS is specified by 4 functions: the aggregate function h, the dynamics function f, the control function g and the report strategy r.The dynamic function f and aggregate function h are properties of the model, we assumed to be given.There are many techniques have been developed for controlling a plant given precise feed back of the plant as well as the environment. Although in this setup agents have an estimated environment state instead of the exact feedback, we assume the same control technique will apply.So the main question for designing the system is to specify the r function, that is, to compute a reported value x tilde      at each round.



Example: Navigation



Presenter
Presentation Notes
We illustrate the framework of distributed system with a toy example-This example captures the routing of N agents on a 2-D. The agent i’s state has two components, which are its x and y coordinates.Each agent has a preference which is a desired path p_i.The individual agent’s state at time t is affected by threefactors: the previous state xi(t − 1), the aggregate state–which is the center of the gravity of the herd, z(t − 1) andthe individual’s control input ui(t).-With the precise information of others,agent i can achieve its desirable individual cost by usingsome optimal control technique. For example, the following linear feedback controller might be used.-if the control of an individual fights the force too stronglywithout the knowledge of the CM then a higher cost is incurred.-Then the problem is to design an report function such that this system is DP



DP for Distributed Control System



Presenter
Presentation Notes
In this system the sensitive information, that is the sequence of preferences, are vectors of reals.Notice that if one agent’s preference is changed for an unbounded amount, the change in the system’s behavior is also unbounded.-So we modified the definition of DP in terms of how much one agent’s preference is changed.Here is our modified definition, for any observation stream Obs and any pair of preferences different in one agent’s preferenceThe difference in probability that p and p’ produce the same observation is not a constant e^epsilon, but a term depends on the distance of two preferences



Cost of Privacy for Distributed Control System



Presenter
Presentation Notes
-We define the average cost function of the system in quadratic form.  It is the averaged sum of squared distance of each agent’s trajectory to its desired trajectory. Clearly, if we fix the system’s dynamics and the report strategy of agents, this cost of the system is a function of the preferences of agents.We consider M’ to be a baseline Mechanism such that each agent reports its accurate states.M’ may achieves minimized cost with sacrifice of agents’ privacy.Then we define Cost of Privacy of a mechanism M as the worst case difference in cost between M and M’ over all possible choices of agents’ preferences.



Sensitivity



Presenter
Presentation Notes
The only sources of uncertainty in the behavior of a control system are (a) thepreferences of the agents (p) and (b) the randomized observationmap (r) which is used to disseminate noisy private information. -Thus, given a preference vector and an observation sequence, and theknowledge of the functions f, g, h, it is possible to infera unique trajectory of each agent.We define the sensitivity as the difference in the system’s states as a result in the change of one agent’s preference.Sensitivity is a property of the system. For general non-linear systems, it can be over-approximated using reachability analysis. For linear system, we have a analytical result that gives its sensitivity.



A DP Algorithm



Presenter
Presentation Notes
-After we compute the sensitivity of the system, we propose the following design of the report strategy of each agent such that epsilon DP is preserved.The mechanism is to…-Again, for nonlinear systems, computing the sensitivity and CoP can be performed using reachability tool.We will give an analytical result for linear DCS.



Linear Distributed Control Systems



Presenter
Presentation Notes
Consider a linear system.The environment state zi is the average of agents’ state.And the environment affect the evolution of  agents linearly.Also the controller is a linear feedback controller.The navigation example discussed earlier fit in this model perfectly.We will design an 𝜖-differentially private mechanism for this system and reason about cost of privacy.



Sensitivity of Linear Distributed Control Systems 



Presenter
Presentation Notes
Through some linear algrebra



CoP of Linear Distributed Control system



Presenter
Presentation Notes
With this mechanism, we derive the following level of Cost of privacy.The Cost of Privacy scales cubically on the time bound T and inversely on the square of the privacy parameter epsilon times the number of agent N.-If we want to preserve privacy for a longer horizon, the cost seems grow quickly.But for many distributed control systems, agents comes and goes. E.g. in the navigation system, each agent is deleted from the system if they arrived their destination. -The cost of privacy is low for systems with large number of agents-The cost of privacy doesn’t  scale well with horizon.  The reason is partially caused by that our definition protect the whole desired trajectory. If we relax this definition, e.g. in the navigation problem each agents follows several waypoints or the extreme case only want to protect their destination, we get better cost of privacy. In this case, the CoP is proportional to the cubic of the average number of waypoints of each agents.



Cost of Privacy 

Cost v.s. (Decreasing) Privacy Cost v.s. (Increasing) 
Number of agents

Presenter
Presentation Notes
We run simulations of the e-DP mechanism on the navigation example we described.We observe the following trade-off between Cost and privacy that we expect it to be.Also we believe that the mechanism works well when the number of agents is large.



Conclusion



Presenter
Presentation Notes
Future work: apply to more realistic examples.
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Model Checking
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Probalistic Model Checking
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What is Probabilistic Model Checking?
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Algorithmic Approaches

Overview



Probability Propagation in Physics-based Models
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PDE/ODE
System

Markov 
Process

Can frequently be 
Converted to MC 

• Probability bounds
• Output distributions

• IC distribution
• Uncertainty in 

physics

• Distributions
• Properties
• Design tradeoffs
• Provable bounds



Overview

 Stochastic simulation and Poisson Variance 
Reduction.

 Finite channel Markov processes.

 Particle Filter.
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Objective - Stochastic Simulation

53

Evolution of random processes through system 
dynamics

Numerical approximation via simulation

P. A. Maginnis, M. West, G. E. Dullerud, "Variance-reduced tau-leaping using anticorrelated 
sample paths", submitted, SINUM, 2013.



Objective - Filtering
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Evolution of conditional probabilities through system dynamics

Numerical approximation via particle filtering

P. A. Maginnis, M. West, G. E. Dullerud, "Application of variance reduction techniques to particle filters", IEEE CDC 

2012



Overview
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 Stochastic simulation and Poisson Variance 
Reduction.

 Finite channel Markov processes.

 Particle Filter.



Motivation
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Motivation
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